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In computing, there is a fundamental conflict between computing speed and 
data capacity. A signal cannot travel faster than the speed of light, so the faster the data access 
is, the smaller amount of data it can reach. The solution is to trade space for speed and store 
data in a memory hierarchy.  Locality theory is concerned with the fundamental properties of 
data usage in applications and memory management in hardware, VM, OS, and other run-time 
systems. 
I'll review multiple branches of the past research in different areas that culminate in our 
higher-order theory [ASPLOS'13] showing that the locality metrics for performance 
evaluation, system management, and program optimization --- hitherto separately developed 
and applied --- are eseentially equivalent. Under this new light, I'll discuss the current 
advances in multicore/GPU cache management, collaborative caching, cache conscious 
algorithms, and some recent interests related to BigData. 
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