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Future large-scale high performance supercomputer systems require exceptional

performance and energy efficiency to achieve exaflops computational power and beyond. To

facilitate this effort, various kinds of accelerators have been added into top HPC systems due to

their superior performance and power efficiency. Among them, the most typical and widely-adopted

ones are GPUs. Major vendors like NVIDIA have recently proposed architectures for exascale

acceleration requirement and even super machine learning nodes for big-data analytics (e.g., DGX-

1). In this talk, I carefully sample several mini research topics related to advanced GPU research that

I have been working on in the past year and half. They represent a range of high-interest GPU

research topics including big graph analytics, approximate computing, emerging memory techniques

on GPU, and software-architecture co-design. I hope these topics will invoke interesting

conversations on future GPU research and eventually help us tackle various bottlenecks of the

upcoming exascale era.
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