
Prof. YanzhiWang 
Department of Electrical and Computer Engineering

Northeastern University

0 5
:

1 2 93

This presentation focuses on two recent contributions on model compression
and acceleration of deep neural networks (DNNs). The first is a systematic, unified DNN
model compression framework based on the powerful optimization tool ADMM, which
applies to non-structured and various types of structured weight pruning as well as weight
quantization. It achieves unprecedented model compression rates on representative DNNs.
When weight pruning and quantization are combined, we achieve up to 6,635X weight
storage reduction without accuracy loss. Our most recent results conducted a comprehensive
comparison between non-structured and structured weight pruning with quantization in place,
and suggest that non-structured weight pruning is not desirable at any hardware platform.

However, using mobile devices as an example, we show that existing model compression
techniques, even assisted by ADMM, are still difficult to translate into notable acceleration or
real-time execution of DNNs. Therefore, we need to go beyond the existing model
compression schemes, and develop novel schemes that are desirable for both algorithm and
hardware. Compilers will act as the bridge between algorithm and hardware. We develop a
combination of pattern and connectivity pruning, which is desirable at all of theory,
algorithm, compiler, and hardware levels. We achieve 18.9ms inference time of large-scale
DNNVGG-16 on smartphone without accuracy loss, 55X faster thanTensorFlow-Lite.
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