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Three-dimensional (3D) stacking technology enables integration of more memory on top of chip multipro-
cessors (CMPs). As the number of cores and the capacity of on-chip memory increase, the Non-Uniform
Cache Architecture (NUCA) becomes more attractive. Compared to 2D cases, 3D stacking provides more
options for the design of on-chip memory due to numerous advantages, such as the extra layout dimension,
low latency across layers, etc. On the other hand, 3D stacking aggravates the thermal problem due to the
increase of power density. In this work, we first study the design of 3D-stacked set-associative L2 caches
through managing the placement of cache ways. The evaluation results show that the placement and cor-
responding management of 3D cache ways have an impact on the performance of CMPs. Then, we show
that the efficiency of thermal control is also related to the placement of cache ways. For caches implemented
with different memory technologies, the placement and management of cache ways have different effects on
power consumption and power distribution. Consequently, we propose techniques to improve the efficiency
of thermal control for different memory technologies. The evaluation results show the trade-off between
performance and thermal control efficiency.
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1. INTRODUCTION

Diminishing returns from increasing clock frequency and exploiting instruction-level
parallelism in a single processor have led to the advent of chip multiprocessors (CMPs)
[Albonesi and Koren 1997; Davis et al. 2005; Kongetira et al. 2005]. The integration of
multiple cores on a single chip is expected to accentuate the already daunting “memory
wall” problem [Albonesi and Koren 1997; Burger et al. 1997]. Three-dimensional (3D)
integration technology provides an opportunity to stack large memory directly on top
of logic cores, which could help alleviate the memory bandwidth challenges in CMPs
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[Davis et al. 2005; Xie et al. 2006]. In addition, 3D-stacked memory can further im-
prove performance by reducing access latency and increasing memory bandwidth. Re-
cently, there has been active research of stacking caches on top of processor cores [Li
et al. 2006; Madan et al. 2009; Xu et al. 2009].

As the capacity of caches increases with the number of cores in CMPs, the Non-
Uniform Cache Architecture (NUCA) becomes more attractive [Kim et al. 2002; Li
et al. 2006; Madan et al. 2009]. In a NUCA cache, the organization of data storage has
an impact on the performance of CMPs, because the data access latency depends on
the position of data, relative to the accessing core. When we consider the design of a
3D-stacked NUCA cache, the extra layout dimension provides more options for how to
place data in caches. In addition, the fast access speed through layers and the high
bandwidth between logic processing cores and caches accentuate the management of
caches for high performance CMPs.

It is also known that 3D integration may increase power density. The design and
management of 3D caches should facilitate thermal control techniques, in order to
reduce the peak temperature efficiently. For example, the selective-working method
[Albonesi 1999] can be employed to reduce the leakage power consumption of SRAM
caches. In this method, only a portion of the cache is working; the rest may be
shutdown to save power so that the temperature is reduced. When applying such a
method to a 3D-stacked cache architecture, the case is quite different from that of 2D
caches. First, the decision of selecting which part of the cache should be shutdown
not only depends on its position inside a horizontal cache layer but also is related
to its layer location, because of thermal resistance between layers. Second, the effi-
ciency of applying such thermal control techniques might vary for different 3D cache
designs.

In addition, for caches implemented with different memory technologies, the design
and management of 3D architecture has an impact on power consumption and power
distribution. For example, nonvolatile memory (NVM) with very low leakage power
consumption is also employed as caches in recent research [Joo et al. 2010; Sun et al.
2009; Wu et al. 2009]. In contrast with cases in conventional SRAM caches, dynamic
power consumption dominates in these NVM caches. The total power consumption
and power distribution vary a lot for different 3D cache configurations. Consequently,
distributions of hotspots are also different from those in 3D SRAM caches, and corre-
sponding techniques are required to apply thermal control efficiently.

In this work, we explore the design space of shared 3D-stacking L2 caches based
on the network-on-chip (NoC) structure. Several different cache designs are presented
and studied through managing placements of the cache ways. The contributions of this
article are listed as follows.

— Our study shows that there are more options for placing cache ways in 3D-stacked
caches compared to 2D caches. The cache way placement has an impact on the
performance and thermal control of 3D-stacked caches.

— For memory technologies with high leakage power consumption, such as SRAM,
reduction of leakage power is the pivot of thermal control. A technique called
shadow tags is proposed to facilitate thermal management in the 3D cache
architecture.

— For NVMs with high-access energy consumption, it is more important to control the
power distribution so that the temperatures of hotspots are reduced. Consequently,
the data migration policy is adapted to flatten the power distribution for these 3D
NVM caches.

— Among all proposed placements of 3D cache ways, the experimental results show a
trade-off between performance and thermal control.
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The rest of this article is organized as follows. Section 2 presents the background
of 3D integration technology and the 3D cache architecture used in this work. Mag-
netic Random Access Memory (MRAM), which is used for 3D NVM cache design, is
also introduced. Section 3 compares different cache way placement methods and their
impact on performance of processors. In Section 4, power consumption and distribu-
tion of 3D caches with different memory technologies are studied, and two techniques
are proposed for efficient thermal control. Finally, we conclude the paper in Section 5.

2. PRELIMINARIES

In this section, a brief introduction to the 3D integration technology is first provided.
Then, MRAM technology is introduced and compared to the traditional SRAM. Finally,
the 3D cache architecture of this work is presented.

2.1. 3D Integration Technology

As process technology scales, the interconnect has emerged as a dominant source of cir-
cuit delay and power consumption. The reduction of the interconnect delay and power
consumption is critical for deep submicron designs. 3D ICs have recently emerged
as promising means for mitigating these interconnect-related problems [Ababei et al.
2005; Davis et al. 2005; Joyner and Meindl 2002; Xie et al. 2006]. Many 3D integration
technologies have been explored recently, including wire-bonded, microbump, contact-
less, and through-silicon-via (TSV) vertical interconnects [Davis et al. 2005].

3D ICs offer a number of advantages over traditional two-dimensional (2D) designs
[Davis et al. 2005].

(1) Shorter global interconnects because the vertical distance (or the length of TSVs)
between two layers is usually in the range of 10 μm to 100 μm [Xie et al. 2006],
depending on manufacturing processes.

(2) Higher performance because of reduced average interconnect length, as well as
bandwidth improvement due to die stacking.

(3) Lower interconnect power consumption due to wire-length reduction.
(4) Higher packing density and smaller footprint.
(5) Support for the low cost integration of mixed-technology chips (e.g., MRAM stack-

ing on top of CMOS processor cores).

2.2. MRAM Technology

The basic difference between MRAM and conventional RAM technologies (such as
SRAM/DRAM) is that the information carrier of MRAM is a Magnetic Tunnel Junction
(MTJ), instead of electric charges [Hosomi et al. 2005; Zhao et al. 2006]. Each MTJ con-
tains two ferromagnetic layers and one tunnel barrier layer. One of the ferromagnetic
layers (reference layer) has fixed magnetic direction, while the other (free layer) can
change its magnetic direction by an external electromagnetic field, or a spin-transfer
torque. If the two ferromagnetic layers have different directions, the MTJ resistance
is high, indicating a “1” state; if the two layers have the same direction, the MTJ
resistance is low, indicating a “0” state.

The MRAM technology discussed in this article is called Spin-Transfer Torque RAM
(STT-RAM), which has the advantage of scalability. In STT-RAM memory cell design,
the most popular structure is composed of one NMOS transistor as the access con-
troller and one MTJ as the storage element (“1T1J” structure) [Hosomi et al. 2005]. As
illustrated in Figure 1, the storage element MTJ is connected in series with the NMOS
transistor. When a read operation happens, the NMOS is turned on, and a voltage is
applied between the bit line (BL) and the source line (SL). This voltage will cause a
current passing through the MTJ, but it will not invoke a disturbed write operation.
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Fig. 1. An illustration of an MRAM cell.

The value of the current is determined by the equivalent resistance of MTJs. A sense
amplifier compares this current with a reference current and then decides whether a
“0” or a “1” is stored in the selected MRAM cell. When a write operation happens, a
positive voltage difference is established between SLs and BLs for writing a “0”, or
a negative voltage difference is established for writing a “1”. The current amplitude
required to ensure a successful status reversal is called threshold current. The current
is related to the material of the tunnel barrier layer, the writing pulse duration, and
the MTJ geometry [Diao et al. 2007].

2.3. 3D Cache Architecture

As cache sizes increase, the wire delay in deep submicron designs have made Non-
Uniform Cache Architectures (NUCA) [Kim et al. 2002] more attractive than ones with
uniform access latency. In a NUCA L2 cache, instead of a large uniform monolithic
cache, the L2 space is divided into multiple banks which have different access latencies
according to their locations relative to a core. Extending the cache simulator CACTI
6.0 [Muralimanohar et al. 2007], which was originally developed for caches in 2D chips,
we developed a NoC-based 3D NUCA cache model that incorporated features of 3D
integration technology. The key concept is to use NoC routers for communications
within a 2D layer while using a special through-silicon-bus (TSB) to communicate
vertically between layers [Li et al. 2006].

The example in Figure 2 illustrates a conceptual view of the 3D NUCA structure,
which has been used in prior work [Li et al. 2006; Madan et al. 2009; Sun et al. 2009;
Xu et al. 2009]. There are four cores located in the bottom layer closest to the heat
sink (not depicted). In each core, there is a cache controller connected to a through-
silicon-bus (TSB) from which data is moved through layers between processing cores
and caches. The TSBs are implemented with TSVs. This bus structure has the ad-
vantage of short connections provided by 3D stacking. The latency of traversing on a
TSB through several layers is negligible compared to that between two NoC routers in
2D [Loi et al. 2006]. With these buses, the processing cores can have the same access
latency to banks in the same location of different layers. Furthermore, hybridization
of the NoC router with the bus requires only one additional link (instead of two) on the
NoC router, because the bus is a single entity for communicating both up and down [Li
et al. 2006].

As shown in Figure 2, processing cores and L2 caches are placed in separate lay-
ers. There are 16 cache banks in each layer, which are connected with network-on-
chip routers. In this work, the cache banks can be implemented with either SRAM
or MRAM technologies. Prior work has shown that such a 3D architecture is con-
sidered feasible and efficient for current 3D integration technologies [Xu et al. 2009].
For communication between memory and cores, we provide one TSB for each core to
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Fig. 2. An illustration of 3D NUCA structure. One core layer, two caches layers, four processing cores, four
through-layer-buses, and 32 cache banks.

Table I. Area, Access Time, and Energy Comparison (65nm Technology)

Bank Bank Read Write Read Write Leakage
Size Area Latency Latency Energy Energy Power

128KB SRAM 3.62 mm2 2.252 ns 2.264 ns 0.895nJ 0.797nJ 0.48W
512KB MRAM 3.30 mm2 2.318 ns 11.024 ns 0.858nJ 4.997nJ 0.059W

benefit from the high bandwidth advantage of 3D stacking. Considering that the TSV
pitch size is reported to be only 4–10μm [Loi et al. 2006], thus, even a 1024-bit bus
(much wider than our proposed TSB) would only incur an area overhead of 0.32mm2.
In our study, the die area of a 4-core CMP is estimated to be 50mm2 (discussed later).
Therefore, it is feasible to assign one TSB for each core, and the TSV area overhead is
negligible.

2.4. Configurations and Assumptions

In this work, our configuration assumes a four-core in-order processor using Ultra
SparcIII ISA. The capacity of stacked caches in each layer is based on the areas of
caches and cores. We investigated designs such as Sun UltraSPARC T1 [Kongetira
et al. 2005], from which we approximated the area of four processing cores as about
50mm2. The areas of SRAM caches banks are obtained directly from our extended
CACTI 6.0 [Muralimanohar et al. 2007]. Therefore, we assume the cache size per
cache layer is 2MB. Other configurations are detailed in Table II. The power of each
core is also estimated based on data sheets, and the power of an SRAM cache bank
is also simulated in CACTI. For MRAM caches, we extend the model in CACTI and
adjust it with the MRAM data from the industrial field. Consequently, we develop our
MRAM-based CACTI for the simulation in this work. Table I compares the parameters
between an SRAM cache bank and an MRAM cache bank.

We use the Simics tool set [Magnusson et al. 2002] for performance simulations.
Our 3D NUCA architecture is implemented as an extended module in Simics. As the
3D NUCA is NoC-based, the access latency to the L2 cache is related to data conges-
tion in NoC. Due to the limitation of infrastructure, the accurate congestion in NoC
is not modeled in the cache module. Instead, the approximation method in CACTI
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Table II. Configuration Parameters

Four cores, 3GHz, 6W/core
Issue Width per core = 1 (in order)
L1-SRAM (private I/D), 16+16KB, 2-way, 64B, 2cycle
L2-SRAM (shared), 4MB, 16-way, 64Bytes, 32banks, 4cycle/bank
L2-MRAM (shared), 16MB, 16-way, 64Bytes, 32banks, 4cycle/bank
Main Memory: 4GB, 300-cycle latency
Number of cache layers = 2 (16banks/layer)
Number of TSB = 4
Hop latency: TSB, V hop and H hop = 1 cycle
Router Latency = 2 cycle (without congestion)

6.0 is adapted [Muralimanohar et al. 2007]. The average congestion of each bench-
mark is evaluated and converted to an extra latency of the router. With this 3D NUCA
module, diverse benchmarks from different suites are used in this work. There are
some multithreaded benchmarks from SPEC OpenMP2001 and NPB3.2, and there is
one thread running on each core when simulated. We also choose benchmarks from
SPEC2006 and run them as multiprogrammed workloads (named mix). These bench-
marks have different transaction intensities to the L2 caches, and therefore provide
pervasive simulation results.

The thermal model of the whole process includes a detailed model of cache banks,
processing cores, full package, a cooling solution, etc. Then, a popular thermal tool
Hotspot 4.1 [Huang et al. 2004] is employed for simulation. The 3D wafer used in this
work is bulk-based. The ambient temperature is set to 45°C. We explored a range of
thermal conductivities (0.5Watts/meterKelvin–3W/mK) and reported average values
of the explored range for the back-end/wiring-layers and the interlayer interconnect
layers for various 3D alternatives. In order to evaluate temperatures accurately, we
use an iterative method to get runtime leakage power of caches. An initial temper-
ature is assumed and the leakage power of caches is used to calculate a new tem-
perature distribution in Hotspot 4.1. Then the power distribution is updated based
on the new temperature. These two steps are iterated until a stable temperature is
reached.

3. CACHE WAY PLACEMENT

As introduced in the previous section, the access latency from a processing core to a
cache bank of 3D NUCA depends on their relative locations. Obviously, the design and
management of cache way placement have an impact on the performance of the CMP.
In contrast with the 2D case, the usage of TSBs ensure that accessing cache banks,
which are locate in the same position of different layers, takes the same time. Thus, it
provides more options for cache way placement with similar performance. In addition,
the advantage of high bandwidth is enabled by connecting each core to the NUCA
cache separately through its own TSB. The NoC-based structure also enforces parallel
communications between processing cores and L2 caches with flexible access routines,
which are not available in 2D cases.

In this section, we introduce several placements of cache ways and corresponding
management policies. The impact of cache way placement on performance is analyzed.
Note that in the performance evaluation, we will not differentiate the MRAM case
from the SRAM case. Although the capacities are different for SRAM and MRAM 3D
caches, the access latency to each bank is similar in these two cases. The experimental
results show similar trends, and we draw the same conclusions about the performance
of CMPs using either SRAM or MRAM 3D caches.
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Fig. 3. The baseline cache design. The 16 ways of each cache index are located in the same cache bank.

3.1. Baseline Placement

The baseline cache design is shown in Figure 3. The 16 ways of one cache index are
placed in the same cache bank. This method of placing all ways together is normally
employed in the modern 2D cache design because the address decoding is simple. One
access requirement is only delivered to a single cache bank, and the 16 ways are ac-
cessed together. Note that only one port of the cache is required to access all 16 cache
ways, and the output data are chosen from these cache ways through the comparison
of cache tags. With this baseline placement, the data are stored in a fixed cache bank
based on its memory address. Then, it takes fixed latency for a core to access all 16
cache ways of the same cache index.

Such a cache placement is very common in the 2D processor with a single core and a
uniform L2 cache. However, the case is much different for a CMP using the 3D NUCA.
Placing all cache ways of a cache index in one cache bank could cause inefficient cache
access so that the performance is degraded. For example, as shown in Figure 3, the
cache indexes in bank 0 are the farthest ones from Core 3; those in bank 15 are the far-
thest ones from core 0. If core 3 frequently accesses cache lines located in cache bank
0, and core 0 frequently accesses data located in cache bank 15, it takes the longest
latency for these two cores to access the two cache banks. The cache request from a
core needs to travel through five routers to reach the cache bank. Thus, the perfor-
mance can be improved if the placement of accessed cache lines in two banks could be
exchanged. However, the cache access patterns of a core may vary a lot when differ-
ent applications are running on the core. The access pattern may even change during
the runtime of a single application. Therefore, it is impossible to find an optimized
placement of all ways of a cache index together in such a baseline 3D NUCA.

3.2. Distributed Placements

In order to alleviate the inefficient cache access in the baseline placement, distributed
placements of cache ways are proposed. The key idea is to spread the cache ways of
each cache index throughout the cache layer so that there are at least several ways of
a cache line, which are located close to each core. Thus, the data are not allocated to a
fixed bank and may be stored in a cache bank close to the processing core.

The most straightforward method is to distribute all 16 ways uniformly through-
out a cache layer. Therefore, there is one way of a cache index located in each bank,
which is shown in Figure 4(a). This method of placement is called uniform-distribution
of cache ways in this article. Note that we use an equal number of cache ways and
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Fig. 4. Two distributed placements.

cache banks to simplify the illustration, and such a uniform distribution can always
be adopted, even when the two numbers are not equal to each other.

For each cache index, there are several ways of cache lines that are closed to each
core. In our 3D cache architecture, each TSB is connected to a router of one cache
bank. For example, in Figure 4(a), the lower-right TSB is directly connected to a router
belonging to the cache bank that contains cache way 11. Therefore, it takes only one
hop for a core to access the closest cache line of each cache index. For each core, it is
possible to place the frequently accessed data to the closest bank, no matter to which
cache index the data is mapped. Then, the average access latency is reduced.

Management of the cache controller can be improved to facilitate such a distributed
placement. In a cache using the baseline placement, when data is fetched into an in-
valid (empty) cache line, any cache can be chosen as the candidate, because all invalid
cache ways are located in the same bank. However, in a cache using the distributed
placement, the data should be fetched into an invalid cache line close to the accessing
core. For example, we assume that the cache ways of a cache index in bank 0 and bank
11 of Figure 4(a) are both invalid when the lower-right core needs to load some data
into this cache index. The data should be stored in the cache way of bank 11 rather
than in that of bank 0 in order to keep data close to the accessing core. The priority
of each way is different for each core, and the cache controller of each core should be
aware of it. Note that this is just a modification of fetching into empty cache lines; the
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Fig. 5. A cache design with interlayer core-based-distribution placement.

cache line replacement policy is not modified, which is Least Recently Used (LRU) in
this work.

Using uniform distribution, however, induces overhead of broadcasting the same
cache request to all 16 cache banks. Besides the extra time for broadcasting, it may
also aggravate the congestion of the NoC, especially for the application with inten-
sive access to the L2 cache. Therefore, we propose the second method of distribution
placement, core-based distribution.

Core-base distribution is illustrated in Figure 4(b). Each cache layer is equally
divided into four zones. The number of zones is decided by the number of cores. For
our configuration described in Table II, there are four cache banks in each zone, which
are directly located on top of each core. In this method, we do not distribute 16 ways
of a cache index in all 16 cache banks. Instead, the 16 cache ways are divided into four
parts, and the four ways of each part are located to one bank inside each zone. For
example, in Figure 4(b), cache ways 0–3 of a cache index are located in zone 0.

For each cache index, it is easy to find that there are still some cache ways closed to
each core. If these cache lines can store the data frequently accessed by this core, the
average access latency is also reduced. Since the request is now only sent to four cache
banks instead of 16, the congestion problem in uniform distribution is significantly
alleviated, which could help improve performance.

3.3. Interlayer Placements

The cache way placements described so far are all intralayer methods, meaning that
all cache ways of a cache index are located in the same cache layer. As we previously
addressed, the multilayers of 3D caches provide more design options for the placement
of cache ways. In our 3D architecture, the cache access signal on a TSB can arrive at
all cache layers within the same number of cycles. This means that, for cache designs
just described, if we can fold a cache bank and place each half separately in two cache
layers, the access latency from any core to each cache line remains the same.

Figure 5 illustrates the interlayer core-based-distribution placement of cache ways.
Although the access latency to a single cache line is not changed, the 16 ways are
now located in eight cache banks instead of four. Note, using interlayer placements of
cache ways will induce the broadcast of a request in multiple cache layers. However,
our experimental results show that the congestion in each cache layer is not increased
much because the request is broadcasted in each layer through different routines.
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Fig. 6. IPC results of processors using different SRAM cache designs, normalized to the first column.
(“S-” means static distributions; “D-” means dynamic distributions; and the first two core-based distribu-
tions are intralayer ones.)

Therefore, the performance is kept almost the same when a placement is changed
from the intralayer mode to the interlayer mode.

3.4. Data Migrations

Similar to prior approaches [Chishti et al. 2003, 2005; Li et al. 2006], data migration
is adopted to move data toward the accessing core. The goal is to move data to the
cache line way that is closest to the accessing core. The condition of invoking the data
migration depends on the design of real caches. In our L2 3D NUCA, data migration
happens when a core accesses a way of a cache line that is not closest to it. The
migration policy is tailored to the 3D architecture so that data migrations are limited
to the same layer. This limitation can help reduce the congestion of TSBs.

Figure 2 shows an example of data migration after which the core in the upper-left
corner can access the data faster. It is easy to find that there is no data migration in
the baseline cache design. Data migration for uniform distribution is straightforward.
When the data is accessed, it is moved to the cache bank, the router of which is directly
connected to the TSV of the accessing core. When applying data migration to the core-
based cache distribution, for each cache index, there are four ways of cache lines closest
to each core, and the data is migrated to the cache line based on the LRU policy.

Note that the data migration in our 3D architecture is different from the one intro-
duced in the work of Li et al. [2006]. In their 3D cache architecture, a cache line could
be migrated to any cache bank, and the core always needs to broadcast the access
request to all cache banks to search the data. This strategy will induce congestion,
which may cause degradation of performance. On the contrary, in our core-based dis-
tribution, the migration only happens among four cache banks that belong to the same
index.

3.5. Performance Evaluations

The IPC numbers for running different benchmarks on the CMPs using different cache
designs are compared in Figure 6. All results are normalized to those of using the base-
line cache design. The methods without data migrations are called static distributions,
and the others with data migrations are called dynamic distributions.

We can find that the static-distributed cache designs cannot improve the perfor-
mance as expected, and the performance of running some benchmarks is even de-
graded. This can be explained in two folds. (1) Although there are several ways of
cache lines close to each core, the LRU cache replacement policy cannot promise
that data frequently accessed are always stored in cache lines close to the process-
ing core. The priority-aware placement mentioned in Section 3.2 places the data close
to the accessing core only when the data is fetched for the first time to an empty cache
line. (2) The extra overhead of distributed placement may offset the benefits from

ACM Transactions on Design Automation of Electronic Systems, Vol. 17, No. 2, Article 13, Publication date: April 2012.



Performance/Thermal-Aware Design of 3D-Stacked L2 Caches for CMPs 13:11

reducing access latency. This conclusion is supported by simulation results in
Figure 6. The performance is greatly degraded with static-distributed cache way place-
ments when benchmarks grid, swim, and wupwise are running on the CMPs, be-
cause these three benchmarks have higher access intensities compared to the others.
Therefore, the overhead induced by congestion is severe. We can find that the static
core-based method performs better than the uniform method, which also supports the
conclusion. One interesting observation is that the performance for benchmark mix
is improved by using the static core-based distribution, although this benchmark also
has intensive cache access, because the mix benchmark is composed of several single-
thread applications, which data sharing among the cores is rare. There is a higher
probability of storing data in cache banks closest to the accessing core.

The results show that we get both benefits and overhead when moving from the
baseline placement to the distributed one. In order to improve the performance, data
migration is necessary for the distributed placements. Figure 6 also shows the perfor-
mance results of using different cache designs with the data migration technique. All
results are also normalized to those of using the baseline cache design. The results
show that performance of CMPs is significantly improved after the data migration
mechanism is employed in distributed caches. With data migration, CMPs using the
core-based distribution cache achieve higher performance than those using the base-
line cache design, but CMPs using the uniform distribution cache still have lower
performance than those using the baseline cache, because the overhead induced by
uniform distribution is much higher and cannot be offset by the benefits of data
migration.

In conclusion, the best performance is achieved when the intralayer core-based dis-
tribution with data migration is adopted in the 3D NUCA L2 cache. The performance
is almost kept the same when the intralayer core-based distribution is changed to the
interlayer mode, meaning that the extra congestion induced in other layers is trivial.
However, using the intralayer or the interlayer mode has an impact on the thermal
management of the 3D architecture. This is introduced in the next section. Note that
the results using MRAM caches are not shown due to page limitation. As we men-
tioned, we have similar experimental results for MRAM caches, and we can draw the
same conclusion with MRAM caches.

4. THERMAL CONTROL OF 3D CACHES

The problem of high power density has always been a challenge for 3D integration
technology. As the technology scales down, the increasing leakage power has made
the problem even more sever for 3D caches using conventional SRAM technologies.
Consequently, the reduction of leakage power is the pivot for thermal control of SRAM
3D caches, which is discussed in Section 4.1. As the potential replacement of SRAM,
MRAM has different power and thermal characters in 3D NUCA. In Section 4.2, we
will show that it is important to flatten the dynamic power consumption in 3D MRAM
caches. The corresponding techniques are proposed for these two cases in order to
achieve efficient thermal control.

4.1. Thermal Control of SRAM caches

There has been extensive research on reducing leakage power of SRAM caches in 2D
designs [Albonesi 1999; Meng et al. 2005; Powell et al. 2000]. In 3D NUCA, since a
single cache layer could be considered a 2D cache, these power-saving methods could be
potentially adopted. In this section, we choose the selective-working method [Albonesi
1999] for the thermal control of SRAM caches. We first introduce the basic idea of how
it works in our 3D NUCA. Then, we propose a technique for improving this method.
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Finally, we discuss the efficiency and runtime cost of applying it to different cache
designs in the previous section.

4.1.1. Selective-Working Method. The selective-working method provides the ability to
gate (disable) the power of a subset of caches during periods of modest cache activ-
ities, while the full cache may remain operational for more cache-intensive periods
[Albonesi 1999]. Although CMPs require large on-chip memory, the working set and
access intensity to caches are not always at a high level. Especially in the 3D cache
architecture, the capacity of L2 caches increases with the number of cache layers. The
capacity of the whole cache may be larger than the working set of some applications.
For example, in this work, if we shrink the capacity of the L2 cache by a half (e.g.
half the cache banks are gated), the cache miss rates of the first four benchmarks in
Figure 6 are increased by less than 3%, on average. The performance is almost kept
the same. Even for the other applications, the access intensity and runtime working
set vary a lot during the whole running process. Consequently, some cache banks may
be disabled to reduce power consumption. Note that caches could also be disabled
based on the temperature threshold, which is out the scope of this article.

In our 3D NUCA, the cache is controlled in the granularity of the cache bank, mean-
ing that all cache lines inside a bank are powered-on (working) or shutdown (gated) at
the same time. Since cache banks are managed individually and only communicated
through routers, gating one bank powered-off will not harm the others. Although it is
possible to manipulate an individual cache line inside a cache bank, the overhead is
much higher, and the design complexity is greatly increased. Furthermore, the tem-
perature is related to the power density. Gating a single cache line of thousands will
not change the power density much, which is not efficient.

4.1.2. Shadow Tags. When we apply the selective-working method, the goal is to
shutdown as many cache banks as possible without increasing the miss rate much
so that performance is kept but the power and temperature are reduced. Therefore,
the cache controller should know miss rates before and after gating some cache banks.
Then, it can decide how many cache banks should be gated without degrading per-
formance. In order to achieve this, we propose a technique called shadow tags, which
can predict the runtime miss rate. When the access intensity to the cache is modest,
it can predict the miss rate after gating cache banks. Then, these cache banks are dis-
abled if the miss rate is not increased by much. On the other hand, the shadow tag is
also aware when the working set increases. Therefore, the disabled cache banks are
powered-on again to reduce the miss rate.

A shadow tag is an extra set of cache tags which contains one more state bit, com-
pared to the normal tag. This bit is called a gating bit to represent whether the cache
line is gated or not. For example, if one cache bank is disabled, gating bits of shadow
tags corresponding to cache lines inside the bank are all set to ‘1’, meaning that these
cache lines cannot be used. On the contrary, the bits are set to ‘0’ for those cache lines
of banks that are still working.

Now, there are two sets of tags in the cache, and shadow tags work similar to nor-
mal tags of the cache in predicting the miss rate. Whenever there is a cache access,
the request is sent to both normal and shadow tags. A counter is needed to record the
number of cache misses of shadow tags during a period. The counter is reset to zero pe-
riodically in order to observe the runtime miss rate. For example, assume the cache is
fully operating, and we want to predict the miss rate after turning off half of the cache
banks. Instead of directly gating cache banks, we just gate the shadow tags corre-
sponding to those cache lines in the banks, as shown in Figure 7. Then, statistics after
gating the cache banks are shown in the counter of the shadow tag. If the miss rate
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Fig. 7. An illustration of shadow tags.

Fig. 8. The pseudocode of managing cache banks.

does not increase by much, it is safe to shutdown the cache banks for real. Otherwise,
the cache banks will keep working, and there is no harm to the performance.

Employing shadow tags, the selective-working technique is managed as the pseu-
docode shown in Figure 8. In the first part, for each working cache bank that could be
gated, the miss rate after its gating is predicted by updating the shadow tags. Then,
the predicted miss rate is compared to the current one without gating the cache bank.
If the miss rate is not increased much, the real cache bank is gated. In the second
part, for each gated cache bank, the miss rate after turning it on is also predicted
periodically so that more cache banks are enabled with a large working set.

In 3D NUCA, cache banks in different layers have different priorities for being dis-
abled/enabled, because the heat sink is usually placed next to the core layer. Cache
banks in different layers have different contributions to heat dissipation. Conse-
quently, the cache banks in layers far from the heat sink have higher priorities for
being power gated, and cache banks close to the heat sink have higher priorities for
being turned on.

The counter is reset to ‘0’ after each sampling time t so that the miss rate is predicted
periodically. In this work, the period is set to 10k instructions, based on experimental
results of benchmarks. The threshold is another important parameter which depends
on running applications. In this work, it is set to 3% of runtime miss rate to keep the
performance degradation less than 0.5% for all benchmarks. Note that cache misses
caused by losing data in the gated cache bank are also counted.
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Fig. 9. Three cases of gated caches with the selective-working method (the dark areas are gated banks).

The usage of shadow tags induces trivial overhead. The shadow tag works in paral-
lel with the normal cache tags, and it never interferes with the processing of real data.
Thus, it will not degrade performance. Simulation results from CACTI show that the
total area of the L2 cache is increased by less than 3% with the extra shadow tags,
which is trivial for our 3D cache, because one advantage of 3D technology is saving
area. The increase of the total power of the L2 cache is less than 5%. Compared to
the power saving by applying the selective method, the power overhead can also be
neglected. A 12-bit counter is large enough to count the cache misses in the sampling
period. Estimation using the RTL-level synthesis tool shows that the area overhead of
the counter can be neglected, compared to the total area of the L2 cache.

4.1.3. Evaluations Results. The efficiency of applying the selective-working technique
is related to the choice of gated cache banks. Even when the number of gated cache
banks is kept the same, the temperature reduction could vary depending on the loca-
tions of the gated cache banks. We show this impact by comparing the peak temper-
atures when half of the cache banks are gated in different patterns. Note that half of
the cache banks are gated to simplify the illustration. In real cases, the numbers of
gated cache banks change dynamically. Only the average temperature for all bench-
marks is shown. Although the dynamic power is different for each benchmark, the
leakage power in CMOS technology is quite dominant. Thus, the peak temperatures
for all benchmarks are almost the same, and we only show the average one due to the
page limit.

Figure 9 shows three cases of gating half of the cache banks. The total power con-
sumption saved is obviously the same for the three cases. It can also be found that the
average power density is reduced to about half of the fully operating cache for these
three cases. However, the last case should get the lowest peak temperature, because
the active cache banks are all located in the lower cache layer, which is close to the heat
sink (not shown in the figure). The corresponding peak temperatures of the processors
are calculated and listed in Table III, and the results support our analysis. The results
support the conclusion that it is more efficient to disable the cache banks far from the
heat sink with the selective-working method.

The design complexity of cache-index decoding may be increased in order to enable
the selective-working method. For example, in the baseline 3D NUCA, some cache
ways of a cache index in the gated bank need to be moved to working cache banks; oth-
erwise, these indexes are not available because all cache ways of an index are located
in the same bank. Thus, address decoding after gating cache banks is different from
the original one.

For the same reason, some data are lost after gating cache banks. For example, in
the cache design of intralayer core-based distribution, if cache banks in the top cache
layer are all gated, half of the caches in the lower layer should be reserved for the
cache indexes in the top layer. Therefore, half of the data in the lower cache layer have
to be flushed and lost. Table IV compares the design complexity of different cache
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Table III. Peak Temperatures of Processors Using
Three Cases of Gated Caches

Case (a) Case (b) Case (c)
Temp. (Kelvin) 366.84 362.14 356.73

Table IV. Comparisons of Design Complexity and Data Loss

extra decoding data flushing
baseline yes yes
uniform yes yes
core-based yes yes
inter-core no no

Note: (Core-based and intercore represent intralayer and
interlayer core-based distributions, respectively.)

designs in order to achieve the gated case shown in Figure 9(c). We can find that the
interlayer core-based distribution has the lowest design complexity of decoding, and
there is the least amount of data loss after gating the cache banks. In the interlayer
core-based distribution, even if all the cache banks in the top layer are disabled, the
lower cache layer still contains all the cache indexes. Therefore, we do not have to
modify the decoding and flush the data for missing cache indexes.

The results in Section 6 show that the performance is kept almost the same when
we change the intralayer core-based distribution to the interlayer mode. If we consider
both the performance and thermal management, the interlayer core-based distribution
is the best design option because of its low design complexity and the least amount
of data loss in thermal management. Thus, we use 3D NUCA with interlayer core-
based distribution in our experiments of temperature simulation. The results show
that the miss rate after applying the selective-working technique with shadow tags is
increased by less than 3%, compared to that of using the fully operating cache. The
average performance of all benchmarks is degraded by less than 1%. At the same time,
the peak temperature is reduced by 7–15 degrees for these benchmarks. We expect
that the temperature reduction can be more significant as the number of cache layers
increases.

4.2. Thermal Control of MRAM Caches

In this section, we first discuss power consumption and distribution with different
cache way replacements in 3D MRAM NUCA. Then, we propose the corresponding
thermal control technique.

4.2.1. Power Analysis. As shown in Table I, an MRAM cache has much lower leakage
power compared to one of a similar size of a SRAM cache. Thus, the dynamic power
consumption has a more significant impact on the total power consumption of MRAM
caches (as compared with that of SRAM caches). Furthermore, the energy consump-
tion of a write operation to MRAM caches is much higher than that to SRAM caches.
As the write-through policy is commonly used in L1 caches of modern processors, the
write intensity to L2 caches is normally very high. Thus, in MRAM 3D NUCA, the
dynamic power consumption is dominant and is even comparable to the leakage power
consumption of SRAM caches [Sun et al. 2009].

Due to dominant dynamic power consumption, the power density distribution of the
3D MRAM NUCA is mainly decided by the access intensity to each bank. If some
cache banks are accessed frequently, the power density of these banks can be very
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Fig. 10. Total power consumption of MRAM caches with different cache placements, normalized to the first
column. (“S-” means static distributions; “D-” means dynamic distributions.)

Fig. 11. Variance of MRAM cache bank power density with different cache placements, normalized to the
first column. (“S-” means static distributions; “D-” means dynamic distributions.)

high. For some benchmarks in this work, the power density of a frequently accessed
cache bank is 1,000x larger than the power density of a cache bank that is seldom
accessed. It is known that the temperature distribution is closely related to the power
density distribution. Unbalanced power consumption may cause some hotspots in the
cache bank with very high power density. In this work, we focus on how to eliminate
the cache bank that has a much higher power density than others. In other words, we
try to flatten the power distribution among cache banks. Note that the temperature
distribution is related to other parameters, such as dimension, thermal resistance,
cooling condition, etc, which are also considered in the temperature simulation.

In order to compare the power density distribution for different cache way place-
ments, the access numbers to each cache bank are accessed so that the power density
of each cache bank is calculated during the simulation. The comparison of total power
consumption is shown in Figure 10 for the different placements discussed in Section 3.
For the three cases of static cache way placements, we can find that the difference
is not large for all the benchmarks, although the total power consumption varies for
different static distributions. When the data migration technique is employed to im-
prove performance, the total power consumption is greatly increased (shown in the last
two cases in Figure 10), because data migration induces extra write operations. Since
the energy consumption of a write operation to MRAM caches is very high, the total
power consumption is greatly increased when the data migration is adopted. Note that
the interlayer placement is not considered for MRAM caches, because the selective-
working method is not necessary for MRAM caches with low leakage power consump-
tion. The intralayer placements are used in 3D MRAM NUCA to achieve higher
performance.

In Figure 11, we calculate the variance of the power density for all cache banks
and compare the results among different cache placements. In the figure, a smaller
variance means a more uniform distribution of power density among cache banks.
Since the total power consumption is similar for static cache way placements, the dis-
tributed cache placements with lower variance may help reduce the temperature of
hotspots.
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Fig. 12. The planform of a cache layer using (a) original data migration, (b) thermal-aware data migration
(core-based distribution).

The results of Figure 11 show that with distributed placement, the cache lines of
these indexes are distributed among different cache banks so that the variance of
power density is reduced. We can also find that the imbalance of power density is
severe in dynamic placements; the reason being that during data migration, data is al-
ways moved to the cache bank closest to the accessing core. Thus, such cache banks are
far more frequently accessed than others and may cause hotspots with much higher
temperatures. In order to mitigate this problem, the thermal-aware data migration
policy is proposed in the next section.

4.2.2. Thermal-Aware Data Migration. In the original data migration policy, the data are
always moved to cache banks closest to accessing cores. Due to high write energy,
the power density of these cache banks is much higher than that of the others. Conse-
quently, hotspots are generated among these cache banks. In order to reduce the power
density of these cache banks without inducing much overhead, we propose a technique
for improving the data migration policy. In this section, we take the core-based dis-
tribution as an example and show how to flatten the power density distribution by
thermal-aware data migration.

Figure 12 shows the planform of a cache layer. In each zone of Figure 12(a), the
cache bank in dark color is the target cache bank to which the data is migrated in this
zone. Because these banks are directly connected to the TSVs, it takes only one hop to
access such a bank for the core in the corresponding zone. In order to reduce the power
density of these banks, we add an extra candidate for the target cache bank in each
zone. As shown in Figure 12(b), there are now two possible target cache banks in each
zone. The original target banks in Figure 12(a) are named as primary target banks,
and the other target banks are named as secondary target banks.

For each zone, there is only one target bank working at the same time. The two
target cache banks in each zone work in turn to avoid a target cache bank being ac-
cessing too many times due to data migrations. In order to achieve this mechanism,
a threshold is set for the number of data migrations of each target bank. A counter is
then needed to record the number of migration operations to each target bank. When
the number reaches the threshold, the working target cache bank is switched to the
other one in the zone. Consequently, the peak temperature of the hotpot in the primary
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Fig. 13. Peak temperature reduction after using the thermal aware data migration (core-based-
distribution).

target bank is reduced. Note that the migration threshold may affect the thermal con-
trol. In this work, we set it as 10k, and it can be adjusted based on real applications.

Since the secondary target cache bank is not directly connected to TSVs, it takes
one more hop to access the bank from the core. Thus, performance is degraded a
little with thermal-aware data migration. The evaluation results show that, on av-
erage, the performance is decreased by less than 2%, because there is only one hop of
overhead to access the migrated data. In Figure 13, the peak temperatures after using
thermal-aware data migration are compared to those of the original data migration. On
average, the peak temperature is decreased by about 5.6 degrees. The maximum tem-
perature reduction is about 8.3 degrees.

5. CONCLUSION

In this work, we explore the design space of 3D L2 caches through managing the place-
ment of cache ways with respect to performance, power consumption, and tempera-
tures. The experimental results show that using the interlayer core-based distribution
cache design can achieve the best performance with data migrations. However, when
temperature is also considered, we need corresponding adjustments and techniques
to apply thermal control efficiently. For SRAM caches with high leakage power, the
interlayer placement is preferred, and the shadow tag technique is employed to ap-
ply the selective-working method with low overhead. For MRAM caches, the control
of dynamic power consumption is important, especially for dynamic placements. We
propose thermal-aware data migration to flatten the power density distribution and
reduce the peak temperature. The evaluation results show that the performance is
degraded with these thermal control techniques, and the research shows a trade-off
between performance and thermal control.
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