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Abstract

Racetrack memory is an emerging non-volatile memory
based on spintronic domain wall technology. It can achieve
ultra-high storage density. Also, its read/write speed is com-
parable to that of SRAM. Due to the tape-like structure of
its storage cell, a “shift” operation is introduced to access
racetrack memory. Thus, prior research mainly focused on
minimizing shift latency/energy of racetrack memory while
leveraging its ultra-high storage density. Yet the reliability
issue of a shift operation, however, is not well addressed. In
fact, racetrack memory suffers from unsuccessful shift due to
domain misalignment. Such a problem is called “position
error” in this work. It can significantly reduce mean-time-
to-failure (MTTF) of racetrack memory to an intolerable lev-
el. Even worse, conventional error correction codes (ECCs),
which are designed for “bit errors”, cannot protect racetrack
memory from the position errors.

In this work, we investigate the position error model of a
shift operation and categorize position errors into two types:
“stop-in-middle” error and “out-of-step” error. To eliminate
the stop-in-middle error, we propose a technique called sub-
threshold shift (STS) to perform a more reliable shift in two
stages. To detect and recover the out-of-step error, a protec-
tion mechanism called position error correction code (p-ECC)
is proposed. We first describe how to design a p-ECC for dif-
ferent protection strength and analyze corresponding design
overhead. Then, we further propose how to reduce area cost
of p-ECC by leveraging the “overhead region” in a racetrack
memory stripe. With these protection mechanisms, we intro-
duce a position-error-aware shift architecture. Experimental
results demonstrate that, after using our techniques, the over-
all MTTF of racetrack memory is improved from 1.33s to
more than 69 years, with only 0.2% performance degradation.
Trade-off among reliability, area, performance, and energy is
also explored with comprehensive discussion.

zhang.xian,

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are not
made or distributed for profit or commercial advantage and that copies bear
this notice and the full citation on the first page. Copyrights for components
of this work owned by others than ACM must be honored. Abstracting with
credit is permitted. To copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission and/or a fee. Request
permissions from Permissions@acm.org.

ISCA 15, June 13 - 17, 2015, Portland, OR, USA

Copyright is held by the owner/author(s). Publication rights licensed to ACM.
ACM 978-1-4503-3402-0/15/06 $15.00
http://dx.doi.org/10.1145/2749469.2750388

zhangweiqgi,
ypliu26@gmail.com,

694

ericlyun} (@pku.edu.cn
shujw} @tsinghua.edu.cn

wangtao,
{yu-wang,

1. Introduction

Rapid advances of computing systems and applications make
demands of enlarging capacity of on-chip memory. On the
one hand, as the number of cores in both CMPs and GPUs
keeps increasing, more data are expected to be cached on chip
to leverage their locality. On the other hand, the prosperity
of high-throughput computing applications also requires im-
provement of on-chip memory hierarchy to bridge an increas-
ing bandwidth gap between processing elements and off-chip
memory. However, the traditional SRAM technology cannot
fully satisfy the demand due to its low scalability, high leakage
power consumption, and vulnerability to soft errors. Conse-
quently, various emerging technologies, such as STT-RAM,
RRAM, and FBDRAM, have been extensively researched as
potential alternatives of SRAM [45, 24, 35, 20, 37, 38, 40].

Racetrack memory, which is also known as domain wall
memory (DMW), has attracted great attention of researchers
because of its ultra-high storage density. Racetrack memory is
a type of non-volatile memory based on spintronic technology.
Compared to the other spintronic memory technologies (e.g.
STT-RAM), racetrack memory provides even higher storage
density by integrating multiple bits (domains) in a tape-like
nanowire [26]. Previous research has demonstrated that its
storage density is up to 10x higher than that of STT-RAM [46].
To access all domains on the same nanowire, one or several
access ports are uniformly distributed along the nanowire
and shared by domains. For those domains aligned to access
ports, data in them can be read similar to STT-RAM cells.
Thus, when these bits are accessed, racetrack memory can
achieve high performance comparable to STT-RAM [46, 44,
43], which makes it a promising candidate for on-chip memory
design. However, to access other bits on the nanowire, the
“shift” operations are required to move those bits to the nearest
access ports.

Obviously, a shift operation induces extra timing and energy
overhead. Thus, prior research on racetrack memory mainly
focused on mitigating the shift overhead while leveraging its
ultra-high storage density. For example, “block swapping” and
“head management” techniques are proposed to reduce shift
intensity when racetrack memory is employed as caches in
generic processors [39, 44]. With these techniques, a racetrack
memory based cache could achieve about 83% area reduction,
25% performance improvement, and 62% energy reduction
compared with STT-RAM based counterpart. Venkatesan et
al. proposed a racetrack memory based cache architecture for
GPGPU with a shift aware promotion buffer. It could improve



GPGPU performance by 12% and reduce energy consumption
by 70% over SRAM based cache hierarchy [43]. Without
doubt, previous work has demonstrated that we can benefit
from ultra-high storage density of racetrack memory even with
extra shift latency and energy.
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Position error rate per racetrack memory stripe
Figure 1: MTTF of a racetrack memory LLC [43] against differ-
ent error rates.

Though several approaches have been proposed to mitigate
its timing and energy overhead, the reliability issue of a shift
operation is not well addressed yet. Simply speaking, there
lack mechanisms to ensure that domains are correctly shifted
to be aligned with access ports. Different from conventional
“bit errors”, an unreliable shift may result in a new type of error
called “position error”. Thus, although data stored in domain-
s are unchanged, incorrect bits may be read from racetrack
memory due to position errors. Also, a write operation may
fail to update data because of position errors. Overall, position
errors can have significant impact on the reliability of a race-
track memory design. As shown in Figure 1, for a racetrack
memory cache in previous work [43], the position error rate
needs to be at least lower than 10~ to satisfy a requirement
of 10-year mean-time-to-failure (MTTF) [25]. Unfortunately,
a typical position error rate is in the range of 10~* ~ 10~> for
different shift operations (more details in Section 3).

Even worse, conventional error correction codes (ECCs)
proposed for transient bit errors cannot detect and correct
such position errors efficiently. Since bit errors and position
errors can be considered as orthogonal to each other, we need
dedicated mechanisms for detection and correction of position
errors, together with those for transient bit errors. Because of
the tape-like structure of a racetrack memory cell, the case is
analogous to that of a traditional cassette tape. When designing
a hi-fi cassette deck, we mitigate noises caused by magnetic
head sensing flaw (bit errors) and imperfect pitch caused by
tape speed fluctuation (position errors), independently.

To mitigate the problem of position errors, we first investi-
gate the position error model of a shift operation. Then, we
propose techniques and architecture modification to tolerate
position errors. The main contribution of this work can be
summarized as follows:

e Based on a quantitative error model, we categorize position
errors into two types, which are called “stop-in-middle”
error and “out-of-step” error.

To eliminate the stop-in-middle error, we propose a tech-
nique called sub-threshold shift (STS) to complete a more
reliable shift in two stages.

To detect and recover the out-of-step error, a protection
mechanism based on position error correction code (p-ECC)
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is further proposed to provide different protection strength.
With an analysis of p-ECC design cost, we trade laten-
cy/energy for storage density by leveraging domains in
“overhead region” to store p-ECCs.

Based on these techniques, we present a position-error-
aware shift architecture to meet the reliability requirement.
Experimental results demonstrate that, after using these
techniques, a practical racetrack memory design with suf-
ficient reliability can be achieved with moderate design
cost.

The rest of this paper is organized as follows. In Section 2,
we introduce background of racetrack memory technology. In
Section 3, a detailed position error model is presented. In addi-
tion, we argue that conventional ECCs for transient bit errors
cannot handle position errors efficiently. Then, two techniques
called STS and p-ECC are proposed in Section 4. Based on
them, we introduce our position-error-aware shift architec-
ture in 5. Experimental results are presented and discussed in
Section 6, followed by related work and conclusions.

2. Background

In this section, we first introduce the basics of racetrack
memory, including the cell structure, read/write operations,
and the shift operation. We then briefly review metrics and
requirements for memory reliability.

2.1. Basics of Racetrack Memory

A racetrack memory cell is composed of a tape-like stripe and
several access transistors. A typical cell structure [43] is illus-
trated in Figure 2 (a). The racetrack memory stripe is made of
magnetic material. It contains a lot of domains (white blocks)
isolated by domain walls (dark bricks). The magnetization
direction (arrows) of a domain is programmed to store either
bit ‘1’ or bit ‘0’. Several transistors are connected to the stripe
to perform read, write, and shift operations, respectively. They
are called read access port.

Read Operation. Similar to STT-RAM, bit value in a do-
main is sensed out according to its magnetization direction.
As shown in Figure 2 (a), a read-only port is attached to a refer-
ence domain with a pinned magnetization direction. Together
with the domain aligned under it, the reference domain forms
a sandwich structure magnetic tunneling junction (MTJ). MTJ
has a low resistance (bit ‘0’) when these two domains have
parallel magnetization directions and has a high resistance
(bit ‘1”) when they have opposite directions. As shown in Fig-
ure 2 (a), the read port is controlled by a transistor connected
to read word line (RWL). Since the read port can only read the
bit in the aligned domain, a shift operation is needed before it
reads other domains.

Shift Operation. Shift operations are based on a phe-
nomenon called spin-momentum transfer caused by shift cur-
rent, which is supplied by two transistors attached to both ends
of the racetrack memory stripe. The driving current density
needs to reach a threshold to enable movement of these domain
walls. Because the spin-momentum is transferred from elec-
trons, domain walls move opposite to the direction of current
along the racetrack memory stripe in most magnetic materials.
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Figure 2: A racetrack memory cell: (a) physical layout, (b) de-
tails of notch, (c) architecture abstract.
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Note that all domain walls move in the same direction with
the same speed [?, 47].

In order to align domains in the racetrack memory stripe
with the access ports after a shift operation, the stripe is etched
with successive notches to pin the domain walls, as illustrated
in Figure 2 (b). A notch region, which is affected by the notch,
has much larger resistance to the shift speed compared with the
flat region. Thus, a notch region works like a speed bump to
pin a domain wall after the driving current is disabled. Ideally,
domain walls should be pinned in proper notch regions to
complete a successful shift operation.

In this work, the shift distance is denoted by “steps”. For
example, if all domain walls are shifted to right and stop
in their neighbor notch regions, we refer it as a 1-step shift.
Obviously, the maximum shift distance is determined by stripe
length, domain length, and the number of access ports. In order
to avoid data loss due to shift operations, extra domains are
needed. When the maximum shift distance is m-step, m extra
domains are added. These extra domains form an overhead
region, which is also shown in Figure 2 (a) and (c).

Shift-based Write Operation. A write operation can be
completed by a shift operation. Figure 2 (a) also shows
a read/write access port. Compared to a read-only port, a
read/write port requires one more transistor and two more ref-
erence domains with opposite pinned magnetization directions.
Thus, we only need to control this extra transistor so that a
proper bit is shifted from a reference domain into the domain
to be updated. Note that a conventional write like STT-RAM
is also feasible for racetrack memory. But it requires a larger
transistor, due to larger current for write.

Number of Access Ports. Normally, access ports are dis-
tributed along the racetrack strip uniformly. For a fixed length
racetrack memory stripe, the maximum shift distance is re-
duced with more access ports. However, adding extra ports
may induce area overhead. More details can be found in the
next section.

The architecture level abstract view of a racetrack memory
cell can be is illustrated in Figure 2(c). In the rest of this paper,
we will use it for discussion.

2.2. Reliability of Memory

Memory errors may result in silent data corruption (SDC),
where a system generates erroneous outputs without attention,
or a detected unrecoverable errors (DUE) [25]. Both of them
reflect the reliability of the memory. They can be expressed us-
ing failures in time (FIT), number of failures in a billion (10%)
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hours, or mean time to failure (MTTF), which is inversely re-
lated to FIT (11,415 FIT is equivalent to 10-year MTTF) [25].
IBM targets 1000-year SDC and 10-year DUE for its power4
systems [8]. In this work, we use these two numbers as a
reference goal of the reliable racetrack memory design.

Error correction codes (ECC) such as parity check and
extended hamming code (a.k.a. SECDED) are widely used in
cache system of modern processors to tolerate memory errors.
Parity check and ECC rely on the value of bits in their coding
block to detect and correct the bit error [29]. Some processors
employ parity check protection for L1 cache [1, 2, 22]. And
the majority of processors use ECC to protect the last level
cache, such as AMD K8 [1], UltraSPARC IV[2], Itanium
2 [22], Power4 [7], Alpha [19], and Intel Pentium 4 [3].

3. Position Error

In this section, the position error is modeled. In addition,
we explain why conventional ECC cannot detect and correct
position errors efficiently.

3.1. Error Modeling
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Figure 3: lllustration of position errors: (a) initial state before
shifting, (b) a shift operation without errors, (c) a shift opera-
tion with a “stop-in-middle” error, (d) a shift operation with an

“out-of-step” error.

We first define two types of position errors that may happen
in a shift operation. In Figure 3 (a), all domain walls are in
their initial state before being shifted. In order to access the
domain containing bit ’1’, we need to shift all domain walls
one step to the right. After a correct shift operation without
any errors, the domains are in a state shown in Figure 3 (b).
All domain walls are pinned in the notch regions. The domain
containing bit ’1’ is ready to be read with the access port.

In Figure 3 (c), a position error happens because the domain
walls are not pinned into notch regions. Such a position error
is called "stop-in-middle" error in this work. In other words,
the domain is not aligned properly to the access port. Thus,
the value read out is uncertain, as highlighted in Figure 3 (c).
A different type of error is illustrated in Figure 3 (d). In this
scenario, all domain walls are stopped in notch regions after
the shift operation. However, domains are over-shifted by one
step. As shown in the figure, the domain containing bit 1’ has
passed the access port and an incorrect domain is accessed.
Such a position error is called "out-of-step” error. Since the
domain is over-shifted for one step, it is also defined as “+1
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Figure 4: Probability distribution and its density function of position errors.

step” error. Similarly, a “4n step'' error means that domain
walls are over-shifted/under-shifted for n steps.
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The behavior of domains in a shift operation can be quantita-

tively modelled by Equation (1). It describes a one dimension

model for the domain wall motion in in-plane racetrack memo-

ry [14]. Term g and ¥ represent the position and the tilt angle
of a domain wall, wh11e and represent their time deriva-
tives, respectively. Parameters a B, and y are the Gilbert
damping constant, non-adiabatic spin transfer torque term,
and the gyromagnetic ratio, respectively. The u represents
the spin transfer torque, which is proportional to shift current
density. H is the anisotropy field. Hy and Hy are the applied
transverse field and lengthwise magnetic field. Both are zero
in practical application. Mj is the saturation magnetization.

The critical parameters used in the equation are introduced
in Table 1, which includes domain wall width (A), pinning
potential depth (V), pinning potential width (d), and flat region
width (L). Shift current density J is calculated as a proper
current density to drive domain walls. We select J as 2Jp to
minimize the error rate. The threshold shift current density Jy
is the minimum current density to move domain walls out of
notch region [14]. If J is too small, the rate of under-shifted
position errors increases. On the contrary, if it is too large, the
rate of over-shifted position errors increases.

Based on the Equation (1), the time that a domain wall
passes a notch region and a flat region can be approximately
expressed as:

Tf[“t (Zaafl‘ﬁ)u (2)
Thoreh = Tin(1+ él[)’
aM,d udM;(200—P) .
where T = Vay 8l = —Vay — — L —d. Thus, the theoreti-

Cal time to shift a domain wall for N steps can be expressed as

= N X (Torch + Trest ). However, in real scenarios, variation-
s of parameters in Table 1 may cause unintended movement
and result in position errors. Normally, variations of these
parameters come from two sources [23, 9]: (1) process vari-
ations and (2) environmental variations. Their variations are
listed in Table 1.

Considering all these effects, we calculate the possibility
of position errors based on 10° times Monte-Carlo simulation
and its fitting curve, which is similar to the method used
in [34]. In Figure 4, we present a probability distribution
(PDF) of position errors for a single shift operation. Note that
Figure 4 (a) (b) (c) are results for 1-step, 4-step and 7-step
shift distance, respectively. The results for bar x = +i are error
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Table 1: Simulation parameters used in the model [14, 16]

Parameters Mean Standard Deviation
Domain wall width A =5.00nm o = 0.02A
Pinning potential depth ~ V = 1.20J /dm? oy =0.02V
Pinning potential width ~ d = 45nm oy =0.05d
Flat region width L= 150nm oy =0.05d
Shift current density J = 1.24A /um? by calculation

rates for =i out-of-step errors. The other bars represent error
probability for "stop-in-middle" errors. For example, the bar
for x = (+1,+2) means that domain walls are over-shifted
by one step and fail to stop in the notch region. The result
for origin point (x = 0) means the probability of a correct
shift. Asymmetry of +/-k step-errors is because typical driving
current is higher than threshold to facilitate shifting. Two
important observations can be concluded from these results.

e Error rates increase with a longer shift distance.

o Error rates decrease sharply when x > 1. It means that the
+1 out-of-step errors, (—1,0), and (0,+1) “stop-in-middle”
errors are the critical problem to be handled.

Our model uses a conservative estimation of process vari-
ations; the error rate can be even higher in real cases. In
addition, we focus on in-plane material in this work. Using
perpendicular material can reduce the size of domain but may
increase error rate at the same time [48].

3.2. Position Error vs Bit-Error ECC

We explain why conventional ECC designed for bit errors
cannot work efficiently for position errors in this part. To be
simplified, we note conventional ECC designed for bit errors
as “b-ECC” in this work. We take single-error correction
and double-error detection (SECDED) b-ECC protecting a
64-Byte data in on-chip memories as an example.

First, b-ECC is designed to detect unintended changes of
data bits. When a position error happens, if the misaligned
bit has same value as correct bit, ECC cannot detect it timely.
For one case where multiple bits of one 64-Byte data are
stored in one racetrack memory stripe, if a =1-step position
error happens, all the bits are shifted +1-step. Thus b-ECC
actually check another data instead of this one, and cannot
detect the error. For the other case where only one bit of the
data is located on each stripe (i.e. 512 stripes are need to
store the data), b-ECC cannot detect the error unless the bit
read out is different from the correct one. They both result in
accumulation of multiple position errors on different stripes
and fail b-ECC.

Second, even if ECC detects that misaligned bit is incorrect,
it cannot decide the direction and steps of shit errors for certain.
Thus, we have to refresh all data in stripes to refill the correct



data (if possible). However, such a refresh method induces
thousands of extra shift operations, since all bits in the 512
racetrack memory stripes have to be read out. Unfortunately,
the possibility that a second position error happens during the
correction process is outstanding. For an 8-bit racetrack mem-
ory stripe, the possibility is about 0.17. And the MTTF after
using “b-ECC” is 20ms, which is far from the reliability goal.
It means that b-ECC may fail to work during the correction
process. Thus, we propose a dedicated protection mechanism
for position errors.

4. Position Error Correction Mechanisms

In this section, we first propose a technique called STS to
eliminate almost all stop-in-middle errors. Then, we further
propose p-ECC to detect and correct out-of-step (or step) er-
rors.

4.1. STS: Sub-threshold Shift

We can find from Equation (1) that domain wall can only move
in the flat region but stop in the notch region, when the driving
current density J is reduced under Jy. In fact, when the driving
current is close to Jy, it takes too long time for a domain wall
to move out a notch region. In this work, such type of shift
operation is called “sub-threshold shift” (STS).

Based on this observation, we propose a two-stage shift
operation, which is described as follows:

e Stage-1 For a N-step distance shift operation, a pulse of
high driving current density (2Jy) is applied. The pulse
width is calculated from Equation (2) as an ideal shift.
Stage-2 After stage-1, an extra pulse of driving current is
applied to make a sub-threshold shift. The pulse width is
set as 1ns.

According to Equation (1)(2), a driving pulse of 0.8ns is
long enough to ensure that domain walls are moved out of
flat regions and enter notch regions. Considering process
variations, the pulse width is set to 1ns. Note that domain
walls may move out notch regions if some notches are not
etched successfully during fabrication. In fact, such rare mal-
function racetrack stripes can be disabled during chip testing
techniques, which is beyond the scope of this paper.

After applying STS technique, the stop-in-middle errors are
almost eliminated. Compared to results in Figure 4, the proba-
bility of out-of-step errors, however, is increased significantly.
The probability of out-of-step position errors is listed in Ta-
ble 2. It is easy to understand that some stop-in-middle errors
are transferred into out-of-step errors. For example, for those
stop-in-middle errors happen in the flat region represented
with (+1,+2), they are turned into +2-step error after using
STS technique. Note that a negative driving current can also
be applied to eliminate stop-in-middle errors. For the same
example, the only difference is that those stop-in-middle errors
are turned into +1-step errors. In order to simplify discussion,
we assume that a positive STS is applied in the rest of this
work.

STS induces fixed overhead in a single shift operation (any
distance), which is the extra cycles used in stage-2. Accord-
ing to the model, the latency for stage-2 is 1ns. The latency
for stage-1 can be estimated as 0.4ns for value used in Ta-
ble 1. Thus, the latency to shift N steps a time by STS is
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Table 2: Probability of out-of-step position error

Distance +k Step Error Rate
k=1 k=2 k>3
1 455%x107°  1.37x1072"  too small
2 9.95%x 1075  1.19x 1072  too small
3 207x107*  559%10720  too small
4 3.76x107*  1.80x 107"  too small
5 594x107*  447x107Y  too small
6 843x107* 9.96x10~!18  too small
7 1.10x 1073 7.57x 1075 too small

[0.4/0.5N] + 2 cycles, if clock frequency is 2GHz. It needs 3
cycles to shift 1 step, and 8 cycles for a 7-step shift. Thus, a
rule of thumb is that larger steps are preferred to amortize the
overhead induced by STS. The hardware modification to shift
controller is introduced in Section 5.

4.2, p-ECC Design

After using STS technique, the out-of-step errors become the
main obstacle of achieving reliable shift operations. In order
to mitigate this problem, we further propose position error
correction codes (p-ECC). In this section, we use a racetrack
memory stripe with eight data domains as an example. We first
introduce basic idea of p-ECC with a simple case to detect
a 1-step error. Then, we present a practical p-ECC design
that can detect 2-step errors and correct 1-step errors. At last,
we propose to leverage the overhead region in the racetrack
memory stripe to reduce p-ECC’s area cost.

Data segment 1 Data segment 2
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Figure 5: SED p-ECC. (a) original racetrack memory stripe, (b)
adding p-ECC codes, (c) illustration of a correct shift, (d) illus-
tration of detecting 1-step error.

4.2.1. Single Step Error Detection (SED)

As shown in Figure 5 (a), a racetrack memory stripe without
any protection is used as a baseline. It has eight data domains
and an overhead region of three domains. The total length
of this racetrack memory stripe is 11 bits. We introduce a
new term called “data segment”. It is defined as the group
of domains that can be accessed by a single read/write access
port. The length of a segment is denoted by Ly, in the rest of
this work. In this example, there are two 4-bit data segments
in one stripe.

In Figure 5 (b), five extra domains have been added to store
p-ECC bits for 1-step error detection. The value of these p-
ECC bits are set to ‘10101° (from left to right). In order to
access the p-ECC, an extra access port is added to the stripe.
As shown in Figure 5 (c), we can find that this port is aligned
to the fifth domain, counting from the right end of this stripe.




Since the values in these p-ECC domains are not changed
during normal accesses to racetrack memory, only a read port
is needed to reduce area overhead. More details can be found
in subsection 4.2.3 about design overhead of p-ECC.

The detection of 1-step error using p-ECC is analogous to

the parity check in traditional bit-error detection. After adding
the SED p-ECC, 1-step error can be detected as follows:
When domains are successfully shifted by even-step dis-
tance in any direction, the p-ECC bit read out should be
equal to that read out before shift operation. If a 1-step error
happens, the p-ECC bit read out is reversed.
When domains are successfully shifted by odd-step distance
in any direction, the p-ECC bit read out is reversed. If a
1-step error happens, the p-ECC bit read out is unchanged.
The example illustrated in Figure 5 demonstrates how p-
ECC works. In order to read the only bit ‘1’ in the stripe,
all domains are shift to the right by one step. If domains are
correctly shifted, bit ‘0’ is read out from the p-ECC, shown as
Figure 5 (c). However, if domains are over-shifted by one step
(e.g. +1-step error happens), shown as Figure 5 (d), bit ‘1’ is
read out from p-ECC and a 1-step error is detected.

The SED p-ECC cannot correct the error because it is im-
possible to differentiate a 41-step error from a —1-step error.
Due to the high error rate of 1-step error, such a SED protec-
tion is not enough. In the next subsection, we extend p-ECC
to single step error correction and double steps error detec-
tion (SECDED).

4.2.2. p-ECC Design for SECDED

In order to correct +1-step errors, we first need to add an
extra "guard" domain on both ends of the racetrack memory
stripe. They prevent data loss when a 1-step error happens
in either direction. These two guard domains are illustrated
in Figure 6 (a). Then, we add extra domains to hold p-ECC
bits for SECDED, as shown in Figure 6 (b). At the same time,
extra read ports are needed to access these p-ECC bits during
detection and correction. Since we are targeting SECDED,
there are four potential states after a shift operation: (1) suc-
cess, (2) +1-step error, (3) —1-step error, and +2-step error.
Thus, we need to add two read ports to read out two p-ECC
bits simultaneously, which are also illustrated in Figure 6 (b).

In the worst case, domains are shifted (Lsg — 1)-step dis-
tance and a 2-step error happens at the same time. Thus, the
total length of p-ECC is set as Ly, + 5. It ensures that, even
in the worst cases, those two read ports can still access valid
p-ECC bits. For the example in Figure 6, the worst cases for
shifting to both directions are illustrated in Figure 6 (c) and
(d), respectively. Thus, we need 9 = 4 45 domains for p-ECC.

These p-ECC bits are redrawn in Figure 6(e) in a cyclic style.
When a shift to left direction happens, p-ECC bits change in
clockwise according to the shift distance. When domains shift
to right, they change in counter-clockwise accordingly. An
example in Figure 6 is described as follows:

All domains are in their initial states in Figure 6 (a).

When domains are successfully shifted to the right by 4k,
4k + 1, 4k + 2, and 4k + 3 steps, two bits read out from
p-ECC should be ‘117, ‘10°,°00°, and 01’ respectively.
Based on these cyclic codes, both +1-step and —1-step
errors can be identified. For example, when domains are
supposed to be shifted by 4k steps, a +1-step error is detect-
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Figure 6: SECDEC P-ECC. (a) original racetrack memory
stripe, (b) adding extra domains to protect the over-shift da-
ta lost, (c) worst case when domains are shifted left, (d) worst
case when domains are shifted right, (e) cyclic code organiza-
tion.

ed if ‘10’ are read out from p-ECC.

After £1-step errors are detected, they can be corrected by
shifting domains back by 1 step, accordingly.

However, when 2-step errors happen, we only detect them
but cannot correct them. It is because we cannot differenti-
ate +2-step errors from —2-step errors.

Compared to SED p-ECC, SECDED p-ECC requires more
extra domain walls and read ports. In the next subsection, we
will analytically discuss the overhead for correcting m-step
position errors.

4.2.3. Correcting M-step Position Errors with p-ECC
Similar to the cyclic coding method for SECDED, we can
further extend p-ECC to provide higher protection strength.
It is analytically described as follows. In order to correct
m-step (m < Ly — 1) position errors: (1) 2m extra domains
are needed to guard data loss in worst cases; (2) the length
of p-ECC is calculated as Ly, — 1+ 2m; (3) m+ 1 extra read
ports are needed. At the same time, the p-ECC can also detect
(m+1)-step errors. However, the p-ECC induces overhead to
area, latency, and energy consumption of a racetrack memory
design.

Area overhead. Besides the extra domains added for p-
ECC, adding extra read ports also impact area of racetrack
memory. The racetrack memory stripe is stacked on transis-
tors used for access ports. When there are only a few access
ports, the total area of a racetrack memory stripe is mainly
determined by the number of domains. Thus, the area over-
head of adding one more read port is moderate (mainly from
peripheral circuitry). However, if there are too many access
ports, the total area is determined by the transistors. Thus,
more overhead is introduced. In Figure 7, the area overhead
of adding read ports is drawn with a 64-bit racetrack memory
stripe based on previous models [43, 39] as an example.
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Figure 7: Overhead of adding read ports.



Latency/energy overhead. After using p-ECC, extra laten-
cy is induced in shift operation mainly due to two reasons.
First, domain moving velocity is reduced due to longer stripes
holding more domains. Second, extra latency is needed for
error detection. Note that error detection of p-ECC may be pro-
cessed at the same time with conventional ECC for read/write
errors. Due to page limitation, it is not discussed in this pa-
per. Similarly, extra energy consumption is caused by p-ECC.
Detailed results can be found in evaluation section.
Apparently, overhead of p-ECC is closely related to the
segment length Ly,. For example, when there is only one
segment, the area overhead induced by p-ECC is more than
100%. In order to correct position errors for racetrack memory
with long segment, we further propose a modified correction
mechanism called p-ECC-O, which is introduced in the next
subsection.
4.2.4. p-ECC-O: Leveraging Overhead Region
In previous approaches of p-ECC, bits in overhead region
are not cared. In fact, if we carefully control bits stored in
overhead region, these bits can also be employed for detection
and correction of position errors. This is the basic idea of
p-ECC-O. As shown in Figure 8, we add one write port at the
end of each racetrack memory stripe. Then, we can control bits
in overhead region with a "shift-and-write" operation. Note
that one drawback is that shift can only be operated step by
step because we need to write overhead region bit by bit.

34 4 hd [ 2
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Figure 8: P-ECC (a) original racetrack memory stripe, (b) ex-
tra domains to protect the over-shift data lost. (c) worst case
when domains are shifted left.

We still use the same example of 8-bit racetrack memory
as an example to explain p-ECC-O. As shown in Figure 8, in
order to achieve SECDED, we add four extra domains to each
end of racetrack memory stripe. In addition, two ports are
added to each end. As shown in Figure 8 (a), domains are in
their left-most state. p-ECC in two overhead regions are also
shown in this Figure. Similar to p-ECC in last subsections,
cyclic codes are used.

When domains are shifted to right, p-ECC bits in right
overhead region are read out for position error detection and
correction. At the same time, cyclic codes are shifted into left
overhead region, as shown in Figure 8 (b). With protection
of p-ECC in the right overhead region, we can ensure that
these bits are correctly shifted into the left overhead region.
Thus, when domains are shifted to left, these p-ECC bits in
left overhead region can be used for position error detection
and correction. Since, we add four extra domains in each end,
we can still read out valid p-ECC bits even in the worst case
(Figure 8 (¢)).

Different from original p-ECC, design overhead of p-ECC-
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O is only determined by position errors to be corrected. If
we want to correct m-step errors, we need to add 2(m + 1)
extra domains in each end of the racetrack memory stripe.
In addition, we need to add m more read ports than original
p-ECC. It is easy to find that p-ECC-O can achieve lower
overhead than original p-ECC, when the segment length is
large. The detailed storage overhead is analyzed in Section 6.3.

However, due to bit by bit "shift-and-write", p-ECC-O in-
duces higher overhead to shift latency. As addressed in Sec-
tion 4.1, after using STS to eliminate "stop-in-middle" error,
a long distance shift is preferred to amortize extra latency
for STS. Including the p-ECC latency overhead, the latency
for a single 7-step shift is 9 cycles, compared to 28 cycles
for 7 times 1-step shift operations. We can find that original
shift achieves better shift performance than p-ECC-O. Thus,
shift performance is traded for storage density by p-ECC-O
technique. We can draw similar conclusion for overhead of
energy consumption because of a similar reason. Consequent-
ly, p-ECC should be applied when we run latency-sensitive
but capacity-insensitive applications. On the contrary, p-ECC-
O is preferred when we run capacity-sensitive but latency-
insensitive applications. More results about the trade-off can
be found in Section 6.4.

4.3. p-ECC Initialization

In previous subsections, we have discussed how to detect
and correct position errors with pre-programmed p-ECC in a
racetrack memory stripe. The process of the pre-programming
is called p-ECC initialization in this work. Apparently, an
initialization is required after a racetrack memory is fabricated.
In addition, it is also needed whenever a racetrack memory
has to be flushed when uncorrectable errors happen or the
system is crashed. Since position errors may also happen
during initialization, extra effort is needed to ensure correct
p-ECC is programmed into racetrack memory.

A straightforward method is to “program-and-test” iterative-
ly. We take the case in Figure 6 as an example to describe this
process as follows:

e Step-1 p-ECC bits are written into the racetrack memory
stripe from the left most port sequentially.

Step-2 These p-ECC bits are shifted step by step to the
right till they reach the right most two read ports for p-ECC
detection. During the shift process, p-ECC bits are read out
for testing by all ports along the stripe. If any unexpected
bits are detected, the initialization process restarts.

Step-3 These bits are shifted to the left most port step by
step, and the a similar test in Step-2 is performed during
shifting.

Step-4 Step-2 and Step-3 are repeated for enough rounds to
ensure that p-ECC bits are correctly programmed.

For a racetrack memory stripe with 64 data domains, eight
access ports, the error rate of initializing a SECDED p-ECC
can be reduced to lower than 10~1% after one iteration. The
expected latency of completing this initialization process is
about 1200 cycles. Thus, the total initialization time for a
128MB racetrack memory should be less than 20ms.



5. Position Error Aware Shift Architecture

In this section, we first introduce how to extend a shift con-
troller to support STS and p-ECC. Then, we define a concept
called “safe distance" and propose a shift architecture under
constraint of safe distance.

5.1. Error Aware Shift Controller

The overview of an error aware shift controller is shown in
Figure 9. Those light-color blocks represent common com-
ponents required for any racetrack memory design. Those
dark-color blocks are extra components needed for position
error detection/correction.

Address

3 e N

[ Head i

1 . H
position

]

| registers | current

]

: confirm

1

1 p-ECC Driver

'\ position detection R ee— L]

~¢ Read/Write/
Shift pulses

i
I Head !
[ 1
| Position .
1 1
1 ]
\ 1
\

Racetrack Memory Array

]

! V1T ... Position bits ‘1—4

i l//r i T R '

gl e e %s—
—( S| {-- : - — Z e

e

15 T < it F

1R Vi IR yee

N oW ren [

- Column decoder

TN ey - g —————————

Data

Figure 9: Overview of error aware shift controller.

“STS driver" in the figure enables sub-threshold shift. Two-
stage logic and voltage division circuit are key designs in the
driver. The two stage-logic sets the timer according to its input
shift distance. The logic generates pulses according to timer
duration, and selects high/low voltages to shift domains with
different current density. Shift voltage is mainly controlled by
a voltage division circuit or charge-pump [28].

The component “p-ECC detection" is responsible for posi-
tion error detection. A customized cyclic adder is needed to
generate expected p-ECC bits based on current p-ECC bits and
the shift distance. We need add extra XOR gates for p-ECC
bits comparison. Comparison results will be feed back to the
controller. Any mismatch results in a detected error. Then, it
will generate an extra shift for error correction, accordingly.

The “adapter” in Figure 9 is used to optimize a shift opera-
tion under a certain constraint of MTTF. Details are introduced
in the next two subsections.
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5.2. Safe Shift Distance

As introduced in our error model, the error rate of a shift
operation is also related to its shift distance. In Table 2, the
second column lists the 1-step error rates for different shift
distances, after applying SECDED p-ECC. In this example,
the segment length is set to eight. Thus, the distance of a
single shift operation varies from 1-step to 7-step. Given a
design goal of MTTF and using a specific p-ECC, we need to
limit the longest (maximum) distance that can be performed
by a single shift operation. This is called safe shift distance
(or safe distance for simplicity) in this work.

Since MTTF is a statistical value, the safe shift distance
is not only determined by the error rates but also related to
shift intensity. Statistically, if the average shift intensity (shift
operations per second) is denoted by ¢4, the error rate of
one shift operation should not exceed 1/(Tyr7F X Lpean) in the
worst case. With given error rate, the MTTF target determines
the safe distance of a racetrack memory design. For the 64-
bit racetrack memory stripe used in previous example, the
relationship between safe distance and average shift intensity
is listed in Table 3 (a).

Table 3: (a) safe distance vs. shift intensity. (b) safe shift
sequences of a 7-step shift.

Dyafe Error rate Intensity Interval ~ Sequence Lat.
1 1.37E-21 4.53G 2445260 7 9
2 1.19E-20 518M 76 43 13
3 5.59E-20 111M 26 322 16
4 1.80E-19  34.3M 12 2,22,1 19
5 4.47E-19 13.9M 9 2,2,1,1,1 22
6 9.96E-18 621K 6 2,1,1,1,1,1 25
7 7.57E-15 0.82K 3 1,1,1,1,1,1,1 28

Apparently, if the distance of a shift operation exceeds the
safe distance, it has to be completed with a sequence of multi-
ple shift operations. Given a safe distance Dy, ., the optimal
shift sequence for a request of D, distance is calculated in a
flow described in Algorithm 1.

Algorithm 1: Select shift sequence for a long distance.

Input :Required shift distance D,., a safe error rate Py,
Output : Safe shift sequence S = {Dy,...,Di}
Find out all possible shift sequences for D, ;
for each sequence do
calculate overall error rate of the sequence, p;
calculate overall latency of the sequence, /;
end
Output the sequence that has smallest latency when p < Py ..

In real cases, it is difficult to estimate average shift inten-
sity of a racetrack memory because it varies significantly for
different applications. A conservative solution is to estimate
the safe distance using highest access frequency of a racetrack
memory. For example, a 128MB racetrack memory used in
Section 6 can support up to 83M accesses per second. Thus,
the safe distance is set to 3 steps conservatively. In order to
provide a better estiamtion, we further propose an adaptive
shift architecture in the next subsection.



5.3. Adaptive Shift Architecture

Instead of using the safe distance of worst case all the time,
we can calculate run-time shift intensity to select a proper safe
distance for each shift operation. To simplify the discussion,
we assume that the racetrack memory services only one request
at one time. For a shift operation, the interval between it and
the last shift operation is denoted by Tj,ser. Then, the run-time
shift intensity can be calculated as 1/}, which is used to
select the safe distance for the current shift operation. Note
that if multiple requests are serviced simultaneously by an
interleaving techniques, we only need to increase run-time
intensity accordingly.

Having the run-time safe distance, we can select a proper
shift sequence for any distance shift operations. For any shift
distance, we need to record the relationship between a shift
sequence and its interval threshold. Such a relationship for a
7-step shift operation is illustrated in Table 3. For example,
if the interval is only 3 cycles, this shift operation has be to
completed in seven times of 1-step shift. These relationships
for all shift distances are stored in “Adapter" as a table. A
counter is used to trace the interval. These components are
also illustrated in Figure 9. Since only one global table and
one counter is needed, the overhead is trivial.

The p-ECC considering safe distance is denoted as “p-ECC-
S” to simplify discussion in this work. Two approaches in this
subsection and the last one are labeled as “p-ECC-S adaptive”
and “p-ECC-S worst” in next evaluation section, respectively.

6. Evaluation

In this section, we evaluate the impact of our techniques on
reliability, area, performance, and energy of racetrack memory.

6.1. Experiments Setup

A full system simulator gem5 [6] is employed for performance
simulation. Its cache model is extended to support racetrack
memory, and to report detailed shift statistics. Given error
rates for different shift operations, we track run-time errors
that may happen during simulation of different workloads.
Both silent data corruption (SDC) and detected unrecoverable
errors (DUE) MTTF can be calculated based on error numbers
and simulated execution time.

The area and read/write/shift latency/energy for an ideal
racetrack memory is estimated from a circuit level model [46].
To evaluate area, timing, and energy overhead of error correc-
tion, we implement RTL codes for extra hardware and synthe-
size them with 45nm technology node. Then, these number
are applied on ideal racetrack memory model for comparison.

The detailed configuration of the simulated system is listed
in Table 4. For the last level cache (LLC) design, there are
three options of memory technologies: SRAM, STT-RAM,
and racetrack memory. The process technology node is 45n-
m for all memories. LLC area is kept similar for different
technologies. Paramters for SRAM and STT-RAM LLCs are
obtained from NVSim [12].

Racetrack memory device parameters are set by Table 1.
Data mapping is same to previous work [43]: A 64B cache line
is interleaved onto 512 stripes. Each stripe has 64 data domains
divided into eight segments (i.e. eight read/write ports) by
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default. Note that the shift latency and energy numbers in
Table 4 are for 1-step shift distance. Baseline has same number
of ports as that using p-ECC (O/S). The benchmarks come
from PARSEC [5] suite. It provides multi-threading programs
for all domain from desktop to server applications [5].

Table 4: The detailed configurations of evaluation system.

‘ Unit ‘ Configurations
‘ CPU ‘ 4 single Alpha cores, 2GHz, 1-way issue
L split I/'D, 32KB/32KB, 2-way, 64B,LRU,
private, R/W: 1/1-cycle, 0.074/0.074nJ, 23.4mW
12 1MB shared by 2 cores, 4-way, 64B, LRU
R/W lat.: 7/7-cycle, R/W E: 0.407/0.386-nJ, 681.5mW
16-way, 64B, share, LRU
13 SRAM STT-RAM RM
4MB, R/W: 32MB, R/W: 128MB, R/W/S:
24/22-cycle, 27/41-cycle, 24/24/4-cycle,
0.802/0.761-nJ | 1.056/2.093-n] 0.956/0.952/1.331-n]
2673.5mW 862.2mW 948.4mW

| Mem. | Dual Channel DDR3, 1600MHz, 100-cycle, 38.10nJ, 12.8GB/s.

6.2. Reliability Evaluation

Figure 10 shows the SDC MTTF performance with different
protection mechanisms. The baseline is only 1.33us. The
basic SED p-ECC can easily improve the SDC MTTF to
3.56 x 10°s (about 10 hours). And SECDED p-ECC(-O) can
further improve it to more than 1000 years, which can ful-
fill the reliability target [8]. Since the position error aware
shift architecture further improves the reliability, p-ECC-S can
achieve SDC MTTF target. Thus we will only focus on DUE
MTTF as the reliability metric in the rest of this section.
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Figure 10: SDC MTTF under different protection.

The DUE MTTF performance is shown in Figure 11. Be-
cause the SED p-ECC can only detect the position error with-
out correction, the risk of DUE is high (MTTF is small). After
using SECDED p-ECC, the DUE MTTF is increased to about
10° seconds (about 1 day) on average. But it’s not good e-
nough. Thus, the safe distance is critical for a reliable shift
operation. As shown in Figure 11, the DUE MTTF after
p-ECC-S worst approach is increased to about 1.68 x 10'0s
(532-year). Even though the adaptive approach (i.e. p-ECC-S
adaptive), reduces it to about 2.18 X 10%s (i.e. 69-year), it still
satisfies the 10-year DUE MTTF target [8].

To prove feasibility of p-ECC-S and p-ECC-O, we further
evaluate DUE MTTF of racetrack memory with various con-
figurations in Figure 12, under the same error rate. The data
length (number of data domains) of a stripe varies from 32 to
128. For a fixed data length, the number and size of a segment



@SED p-ECC OSECDED p-ECC @SECDED p-ECC-O @SECDED p-ECC-S worst @SECDED p-ECC-S adaptive
1.0E+13

10E+0gt0pyears &

D §
. 1.0E+05 \
E \
5 1.0E+01 \
>

1.0E-03 55%
Loe07 &5 %

Figure 11: DUE MTTF under different protection.

also change for different configurations (e.g. 16 x 2, 8 x 8 in
the figure). Note that the effect of adding more ports can be
estimated by increasing the segment number. Both methods
shows enough protection strength. For p-ECC-S, MTTF in-
creases as the segment length is reduced. Simply speaking, it
is because the average shift distance decreases with segment
length. With the constraint of safe distance, p-ECC-S always
works with different segment lengths. For p-ECC-O, MTTF
is almost kept same for different configurations because the
maximum shift distance is always limited to 1-step. That’s
why both methods provide same protection when Ly, = 2.
Note that p-ECC-O achieves the highest DUE MTTF, paying
cost in time/energy performance to use the overhead region.
In following subsections, we will explore their tradeoff among
performance, energy and reliability.
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Figure 12: Sensitivity analysis of MTTF.

6.3. Area Evaluation

Overhead of position error detection/correction is induced by
extra domains to save p-ECC codes and control logic. Table 5
lists the overhead with the default configuration (Lsg = 8).
The time cost of detection and correction for p-ECC are about
0.3ns and 1.3ns. The capacity overhead from extra domains
is 17.6%. And the controller is small enough. The p-ECC-S
adaptive case costs more to detect/correct errors and has more
complex control, but achieves better time performance.

Table 5: Design overhead of position error protection

Detection/stripe  Correction/stripe Area

Approaches  Time Energy Time Energy Cell Controller
(s) ()  (ns) () (%) (um?)
STS 0.82 1.31 0.82 1.31 N/A 1.94
p-ECC 0.34 3.73 1.34 6.16 17.6 54.0
p-ECC-O 0.34 3.74 1.34 9.90 15.7 54.0
p-ECC-S worst ~ 0.38 3.75 1.35 6.17 17.6 543
p-ECC-S adaptive 0.61 3.86 1.37 6.19 17.6 109.4

In Figure 13, using the LLC as an example, we compare
the impact of our techniques on average area per bit for vari-
ous configurations. Note that the area of controller and other
peripheral circuitry is also counted. Baseline is for racetrack
memory without any protection. We didn’t include p-ECC
and "p-ECC-S worst" since they have same cell area overhead
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as "p-ECC-S adaptive". When the segment length is smal-
I (Lyeg < 8), area overhead is trivial for both p-ECC-S and
p-ECC-O. p-ECC-O becomes more efficient for a large seg-
ment length (L., > 16). However, it induces more overhead
in performance and energy, which is discussed in the next
subsection.
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Figure 13: Sensitivity analysis for area overhead.

6.4. Performance and Energy Evaluation

Total shift latency for different workloads are compared in
Figure 14 with different protection techniques. The baseline
is a racetrack memory without any protection, which has no
constrain on maximum shift distance. Compared with the p-
baseline, p-ECC-O method introduces about 2 latency over-
head due to 1-step maximum shift distance. After considering
safe distance, "p-ECC-S worst" reduces latency overhead to
23%. And it is further reduced to 23% after using "p-ECC-S
adaptive".
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Figure 14: Relative shift latency of racetrack memory.

For the LLC with different configurations, we compare
average shift latency in Figure 15. When the segment length is
small, “p-ECC-S adaptive" and p-ECC-O induce trivial extra
shift latency. When the segment is long, however, "p-ECC-S
adaptive" becomes more efficient because shift distance is
relaxed according to access intensity.
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Figure 15: Sensitivity analysis of shift latency.

In Figure 16, we analyze the impact of position error protec-

tion on full system execution time for different workloads. To

provide a comprehensive comparison, we also present results

of using SRAM LLC, STT-RAM LLC, and an ideal racetrack
memory LLC, shift latency of which is entirely removed. The



workloads are mainly divided into two types: (1) capacity
sensitive and (2) capacity insensitive. For capacity insensitive
workloads (small working sets), execution time is reduced
little when the LLC capacity is increased after using racetrack
memory. For capacity sensitive workloads, execution time of
using racetrack memory is reduced substantially because of
less miss rate, compared to SRAM and STT-RAM.
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Figure 16: Overall execution time.

After using STS and p-ECC, execution time is increased due
to extra shift latency. Fortunately, the overhead is moderate.
As shown in Figure 16, p-ECC-O only increases the execution
time about 2% on average over that without any protection.
The reason is in two folds: (1) some cache accesses do not
need shift operations; (2)shift latency is not always on critical
path. For some latency sensitive workloads (e.g. streamcluter),
however, the overhead caused by error correction may even
offset the benefits of miss rate reduction. On average, “p-ECC-
S worst" and “p-ECC-S adaptive" only cause about 0.5% and
0.2% performance overhead, respectively.
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Figure 17: The shift energy of p-ECC.

To address energy overhead caused by position error pro-
tection, we compare LLC dynamic energy in Figure 17. Dy-
namic energy is similar for SRAM, STT-RAM and a racetrack
memory without protection. Obviously, dynamic energy in-
creases significantly after applying position error protection.
The p-ECC-O consumes 46% more dynamic energy than that
without any protection. The “p-ECC-S worst" and “p-ECC-S
adaptive" reduce dynamic energy overhead to 14% and 20%,
respectively.

BSRAM
8RM p-ECC-0

8STT-RAM @RM-Ideal
SRM p-ECC-S adaptive @RM p-ECC-S worst

BRM w/o p-ECC

Normalized energy

Figure 18: Analysis of energy consumption benefits.

Figure 18 shows impact of error detection on total energy
benefits. The results include dynamic energy for read, write,
error detection, and leakage power for all cache levels, and dy-
namic energy of main memory. The average energy reduction
using STT-RAM L3 cache is 53.1% over SRAM. The energy
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reduction for “p-ECC-0" and “p-ECC-S adaptive" are 53.1%
and 54.1%, respectively. Compared to STT-RAM, even con-
sidering energy overhead for error detection, we can still gain
benefits of using racetrack memory because of less accesses
to main memory.

7. Related Work

Recent research on error correction code (ECC) focuses on

how to reduce the overhead, such as VS-ECC [4], CPPC [21],
little-space ECC [31], etc. The work explores trade-off be-
tween reliability and area/performance/energy. [36, 15,41, 18].
Besides conventional ECC for transient errors, other approach-
es have also attracted attention. For example, acoustic wave
detector based architecture [42] and light weight error detec-
tion method for GPU [17] have been proposed recently. In
addition, software based methods are also efficient to detect
[30, 10] and recovery [13, 11] different errors.

As different non-volatile memory technologies emerge, the
detection and correction of errors in NVM are well addressed
recently. Seong et al. proposed Tri-level cell of PCM and
SAFER for stuck-at errors to achieve reliable memory sys-
tem [34, 33]. Schechter et al proposed ECP to replace ECC
for resistive memory, in order to handle permanent errors [32].
Qureshi et al proposed adaptive ECC to reduce the overhead
of error correction for PCM [27].

However, since the shift operation is unique to racetrack
memory, detection and correction of position errors are not
covered in previous research yet. Thus, we model and define
the position errors, and propose corresponding error correction
mechanism.

8. Conclusions

Racetrack memory is attractive because of its ultra-high densi-

ty, fast access speed, and non-volatility. However, one obstacle
of using racetrack memory is that position errors happen dur-
ing shift operation. Our model demonstrates that the raw po-
sition error rate is unacceptable (upto 0.1% for a 7-step shift)
for modern memory design requirement. Unfortunately, con-
ventional ECC designed for bit errors cannot work efficiently
for position error, which leads to significant degradation of
reliability. To overcome this problem, we first introduce STS
technique to convert stop-in-middle errors into out-of-step
errors. Then,we further propose p-ECC to mitigate out-of-
step position errors. We explore trade-off between reliability
and design overhead with various p-ECC architectures. Ex-
perimental results show that we can improve SDC MTTF of
racetrack memory to more than 1000 years and DUE MTTF to
69 years using position error aware adaptive shift architecture
(p-ECC-S adaptive). The performance and energy overhead
are only 0.2% and 20%, respectively.
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