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I. INTRODUCTION

The rapid growth of data traffic to mobile devices is now
challenging the design of future wireless networks, especially
at busy hours. Endowed with content-aware and learning tech-
nics, the peak traffic demands in busy hours can be reduced
through estimating users’ preferences and caching popular files
at small cell base stations (SBSs) in idle time. This leads
users’ downloading served by SBSs directly, avoiding crowded
and low-speed backhaul connectivity to the content providers.
Because of the heterogeneity among users’ preferences and
types of contents, how to effectively pre-allocate the contents
to SBSs is a kernel issue to be discussed.

To deal with the caching problem, several schemes have
been proposed in previous works such as [1] and [2]. However,
most of the current studies neglect the fact that contents
are usually from different providers, who have the incentives
to compete for the caching storage to better serve its own
users. Another unheeded fact is that the high density of SBSs
generates multiple overlapping areas, making the caching
process among different SBSs need to be designed jointly.
To cope with these two problems, we propose a multi-step
multi-object auction mechanism, where providers evaluate
their contents and bid for caching space of SBSs at each step
and consider the influence of overlapping areas in previous
steps. The simulation results shows that our proposition can
achieve an effective performance, which keeps improving with
higher overlapping coverage of SBSs.

II. SYSTEM MODEL

We consider a system with L content providers denoted by
P = {Pl | l = 1, 2 · · ·L}. And contents of providers are given
by C = {Cl,k | l = 1, 2 · · ·L}, where Cl,k is the kth content
of Pl. The ith SBS in the system is denoted by SBSi, whose
storage size is Bi, where 1 ≤ i ≤ I . Assume that all the
contents are of the same size and one SBS can only cache
no more than Bi contents at a time. We use Ωi to denote the
coverage region of SBSi, which makes Ωi∩Ωj the overlapping
region of SBSi and SBSj . Users are distributed under the
coverage of SBSs, and once being accessed, a cached content
can result in a lower delay. To minimize the average delay, the
caching should be designed properly, since the overlapping,
the user density, and the popularity of contents can jointly
influence the effectiveness. The demonstration of our model
is shown in Fig. 1.

Fig. 1. System model for femto caching among different content providers.

A. Traffic delay, user density and popularity of contents

Since user density and traffic are different in different hours
of a day, we suggest that the delay of requesting an uncached
content is θ(t), where 1 ≤ t ≤ 24, and the delay of requesting
an cached content is a costant θc. The user density is given by
u(t,x), which depends on both time and space. So the average
user number at the tth hour can be given by

∫∫
Ω
u(t,x)dx,

where Ω is a given region.
We use αt

l,k to denote the time-dependent popularity of
Cl,k, which has a similar profile with the logarithmic nor-
mal probability density function. The maximum popularity
and lifespan of different contents can be distinct from each
other, so we add extra parameters to the original function
as αt

l,k =
∫ 1

0
af( t−t0

b )dt, where a denotes the maximum
popularity, b denotes the lifespan, and t0 is the time when Cl,k

is uploaded. βl is used to denoted the popularity of provider
Pl, therefore the possibility of a user to visit Cl,k in a certain
hour t can be given by ϕt

l,k = αt
l,k · βl. Since each user can

request several contents in an hour, the summation of all ϕt
l,k

equals to Φ, which is unnecessary to be normalized.

B. Allocation and valuation

To record the caching result, a matrix Γ is used, where
γt,i
l,k = 1 if Cl,k is cached in SBSi at t, and γt,i

l,k = 0 if
not. The constraint is

∑
l,k γ

t,i
l,k ≤ Bi, which means SBSi can

cache no more than Bi contents at a time.
Consider a certain content cached in several SBSs, the value

it makes depends on the coverage of these SBSs. The effective
coverage region of Cl,k at t is given by Ωt

l,k =
∪I

i=1

[
Ωi ·γt,i

l,k

]
.

In this way, the number of users who benefit from the caching
of Cl,k at time t can be written as ut

l,k =
∫∫

Ωt
l,k

u(t,x)dx.
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It is obvious that a better feedback from users brings higher
profit to the provider, so the evaluation of a content is based
on the average decrease in latency it can bring by caching. A
given caching result can quantify the value of each content,
given by vtl,k = ϕt

l,k ·
(
θ(t)− θc

)
· ut

l,k. And the the marginal
benefit of the caching the content Cl,k in SBSi is given by
vt,il,k = ϕt

l,k ·
(
θ(t)−θc

)
·ut,i

l,k. Each provider tends to maximize
its own profit through competitions on caching space of SBSs.

C. Problem formulation and constraint

Our main purpose is to minimize the average delay of
the access to contents with the consideration of competitions
among providers, the objective function is given by:

min
∑
l,k

[
θ(t)Us −

(
θ(t)− θc

)
ut
l,k

]
ϕt
l,k

/
(ΦUs), ∀t,

s.t.
∑
l,k

γ ≤ Bi, ∀ i.
(1)

where Us is the number of users, and ϕt
l,k/Φ is the probability

of Cl,k being requested of each random access.

III. MULTI-STEP MULTI-OBJECT AUCTIONS

A. The mechanism of multi-step multi-object auction

At each certain hour,
∑

i∈I Bi different memory blocks are
used to cache contents. The complexity of optimal solution
makes it almost impossible to allocate all the contents in only
one auction. Our proposal is to auction for max{Bi} times,
by which way the bth memory block in each BS is auctioned
off in the bth auction. The auctions are held only in the late
night when SBSs are lightly loaded, determining the next 24
hours’ caching scheme. In order to reduce the frequency of
content replacement which burdens the backhaul of SBSs, we
also suggest that additional price ∆p are charged for replacing
the original content if the new one wasn’t cached in this BS
the last time.

In each auction, the contents from different providers play
the role of bidders while the memory blocks in all SBSs play
the role of objects, and each bidder can only acquire no more
than one object. We denote the bidders as Cn, where 1 ≤ n ≤
N , and the objects as Dm, where 1 ≤ m ≤ M and N > M .
The valuation that Cn estimates Dm is denoted by vn,m, which
is the highest price that Cn would pay for Dm. The profit for
Cn to pay for Dm is given by vn,m − pm −∆p, where pm is
the price of Dm, and ∆p can be omitted if additional price is
unnecessary.

B. A graph-based algorithm of perfect matching

Our algorithm of multi-object auction is originated from
Demange, Gale and Sotomayor’s work [3], which uses bi-
partite graph to get a perfect matching among bidders and
objects. This algorithm can get the maximum social welfare,
and is proved to satisfy the VCG principle, where bidders’
best strategy is to bid truthfully.

The first step is to add N − M virtual objects with zero
valuation therefore the numbers of bidders and objects are
equal, and also, the initial prices of objects are all set as zero.
Given the valuation matrix VM×M and the price vector PM
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Fig. 2. Average delay ratio with different overlapping percentage and
different memory space in each SBS.

of objects, a preferred-seller graph can be established, which
is essentially a bipartite graph where each bidder node is only
connected to the object nodes which bring most profit. To
get the optimal result, a perfect matching should be found.
By continually using the breadth-first-search (BFS) algorithm,
the matching is enlarged until no more augmenting path exists.
If we get a perfect matching, then the auction is completed,
otherwise a set of constricted object nodes can be found in
an unsuccessful BFS. We raise the price of this set of objects
until at least one of bidders changes his most preferred objects.
And if the lowest price of Dm is non-zero, denoted by δ, then
the price vector Pm should subtract δ to keep the price as the
lowest market-clearing price. After this step, we rebuild the
preferred-seller graph until a perfect matching is found.

IV. SIMULATION RESULTS

We set 10 uniformly distributed SBSs and 5 different
providers in our system, where each SBS’s coverage radius is
50m, and the total number of the contents is 50. The simulation
result is shown is Fig. 2. We simulate a 24-hour situation and
calculate the average delay ratio, which is defined as the ratio
of average delay with caching to the average delay without
caching. The overlapping percentage represents the degree of
overlapping coverage of SBSs, which can be calculated by[∑I

i=1 S(Ωi)−S(Ωs)
]/[

S(Ωs)
]
, where S(Ωs) is the area of

the whole region and S(Ωi) is the coverage area of SBSi.
Our algorithm has achieved prominent effectiveness in

caching strategy. For instance, when SBSs have no overlapping
coverage, the average delay with caching is about 0.4 of that
without caching. In addition, given a fixed memory space of
each SBS, a higher overlapping coverage results in a lower
latency. And given a fixed overlapping value, an increase in
memory space assures better performance.
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